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Executive summary

From investment crisis to sub-optimal investment recovery?

Europe’s recovery is slow. Following the recession triggered by the sovereign debt crisis in Europe, a slow recovery began in most EU Member States in early 2013. It started as an export-driven upswing but has been increasingly supported by domestic demand, particularly consumption. Growth of domestic demand has been sustained by falling oil prices and overall inflation, as well as by very accommodating monetary policy and the phasing-out of fiscal retrenchment.

But the recovery of investment is even slower. EU investment growth in the last three years has been 3.1% per year, slightly below the pre-crisis average rate of 3.4% and well below historical rates of investment growth during recoveries from financial crises.

And large differences in regional and sectoral investment performance remain. By mid-2016, investment in the less crisis-hit “old” Member States (hereafter “core countries”) had reached the pre-crisis level but investment in mostly “new” Member State “cohesion countries” was still 9% down.¹ In the most crisis-hit “vulnerable countries”, investment is still 27% below the pre-crisis level. In terms of asset composition, expenditure on machinery and equipment and intellectual property is leading the investment recovery, with gaps versus pre-crisis real investment levels still visible in cohesion and vulnerable countries. Construction, both residential and non-residential, remains depressed overall: investment in new construction exceeds pre-crisis levels in only five Member States, while in 15 it is more than 15% below pre-crisis levels.

The gradual recovery of investment overall is good news, but there are downside risks. European firms have suffered a trend of falling productivity growth and returns on investment that poses a threat to future growth. At the same time, investment in innovation-related intangible capital remains low by international comparison, public investment is still subject to fiscal constraints and productivity-enhancing infrastructure investment is actually in decline, contrary to previous estimates. Financing conditions for firms have improved, but this remains dependent on an exceptional monetary policy stance, with cross-border capital flows and financing for small firms yet to fully recover.

Public investment trends are shaped by fiscal space and EU funds

Levels of real government investment in core and cohesion countries have recently been comparable to pre-crisis levels, but public investment in vulnerable countries was still 42% down in 2015. It is clear that fiscal consolidation has played a restraining role, particularly in vulnerable countries, and most EU governments do not plan increases in government investment in 2016 and 2017.

In cohesion countries, public investment has been the main driver of investment growth since the recession, but this was dependent on EU Structural and Investment Funds, which accounted for around two fifths of public investment, or nearly 2% of GDP, in recent years. However, latest data for 2016 show that previously strong investment growth in cohesion countries has now suffered from a “cliff effect,” suddenly turning negative after the 2015 deadline for payments under the last EU programming period.

¹ “Core” includes Austria, Belgium, Germany, Denmark, Finland, France, Luxembourg, the Netherlands, Sweden and the UK; “Vulnerable” includes Cyprus, Greece, Spain, Ireland, Italy, Slovenia and Portugal; “Cohesion” includes Bulgaria, the Czech Republic, Estonia, Croatia, Hungary, Lithuania, Latvia, Malta, Poland, Romania and Slovakia.
Revised data show that infrastructure investment is falling

The introduction of the ESA 2010 national accounting categories has enabled a much more accurate estimation of infrastructure investment in Europe. While previously thought to have been quite resilient, we now see that infrastructure investment has fallen by about one quarter, from 2.3% to 1.7% of GDP, since 2009. By 2015 it was well under 2005 levels, with no sign of a turnaround.

While corporate infrastructure investment fell at the start of the crisis, public infrastructure investment accounts for most of the decline since. As mentioned, fiscal consolidation has been the main driver. While the ratio of government investment to GDP is close to its long-term average, this is not true for government investment in infrastructure: in this case the gap remains.

At the EU level, corporate investment has been the main driver of the (slow) investment recovery…

Corporate investment is the main contributor to investment growth at the EU level. However, it has reached the pre-crisis peak in core countries, but not in the vulnerable or cohesion groups. In cohesion countries, corporate investment has largely stagnated and is still well below the pre-crisis level, with low investment in buildings and structures providing the main drag. The ratio of corporate investment to GDP in 2015 is below its 1999-2005 average and accounts for a quarter of the decline in total investment to GDP since that period. Thus, while corporate investment is driving the mild investment recovery, it remains weak by historical comparison.

Preliminary results of the EIB Investment Survey (EIBIS) for seven countries confirm this picture of a corporate investment upswing in certain countries. While 80% of firms report that they invested about the right amount in the last three years, 16% report having invested too little. On balance, and by quite small margins, firms in Germany, Greece, Portugal and Slovenia expect to invest more in this financial year than the last, while firms in Finland, Italy and the UK expect to invest less. Firms in the infrastructure sector expect a significant investment slowdown in all seven countries except Portugal. Uncertainty stands out as an issue reported to negatively affect investment decisions, alongside business regulation (particularly in vulnerable countries) and lack of skilled workers (particularly in Germany).

…but it is threatened by falling productivity growth and investment returns

Our estimations show that the average realised internal rate of return of firms has been in decline since the beginning of the financial crisis, across countries, sectors and firm sizes. Such a decline is to be expected after a crisis, as sales fall and firms find they have over-invested. But eight years after the crisis broke this explanation becomes less plausible, and it becomes increasingly likely that the decline is driven by falling rates of productivity growth. While easing monetary policy may have cushioned this trend, its continuation would obviously have serious implications for investment and potential growth.
Productivity-enhancing investment in intangible capital has been resilient, but lags global peers

Productivity growth can be increased and sustained through more R&D and innovation. In the EU, investment in intellectual property rights, a large part of which is accounted for by R&D expenditures, has fared better than investment in tangible capital, with levels now higher than those in 2008 in most EU members (Greece, Latvia and Romania are notable exceptions). That said, global comparisons are not so flattering. The ratio of R&D expenditures to GDP in the EU has grown only modestly, remaining nearly 1 p.p. below the US level and falling behind relative to rapid growth in China, Japan and South Korea. EU investment in the broader category of intangible assets has proved resilient, but is significantly lower than in the US, with growth too slow to close the gap. Investment in intangibles is positively correlated with greater labour market flexibility and government investment in R&D.

Financial conditions for firms have improved…

The ECB and other European central banks have reacted to the crisis with an extraordinary package of monetary easing, including lowering interest rates to their effective lower bound and introducing unconventional measures such as the asset purchase programme. At the same time, the banking union aims to improve the resilience of the banking sector. These measures have gone a long way towards normalising financial conditions for investment by firms. Notably:

- The process of financial market fragmentation is gradually being reversed, particularly in the sense that spreads in bond yields and corporate lending rates between core and vulnerable countries have been compressed.
- Bank lending is gradually increasing and access to external finance in general is improving, supported by extremely accommodative monetary policy. This has so far compensated considerably for the falling returns on investment in the post-crisis period.

…but there remains room for further action

Many firms still face financing constraints, and given the possibility of a continued low interest rate environment with declining productivity growth and limited scope for further monetary easing, some areas of weakness are troubling:

- Despite the positive results of the 2016 European Banking Association stress tests and the magnitude of the regulatory adjustment achieved, there has been no confidence rally and European banks continue to suffer from very low valuations. Full recovery may require structural changes in the business model of some banks.
- Despite the monetary policy-driven compression of bond yield spreads within the euro area, cross-border capital flows, particularly to cohesion countries, remain well below their pre-crisis levels. Such capital flows have been one of the key drivers of convergence in the EU.
- SMEs continue to face higher lending rates and are more likely to perceive their financial situation as constrained. Access to equity for SMEs remains difficult, with private equity volumes still well below pre-crisis levels and the venture capital segment still very dependent on government support.
The impact of the crisis on the financial system has had knock-on effects on firm productivity growth

Our analysis shows that the crisis has reduced the ability of the EU financial system to allocate resources efficiently to support the most productive firms, thereby contributing to slowing productivity growth overall. Firms in the EU have been particularly exposed to the effects of the crisis because of their heavy reliance on bank lending and lack of opportunities to turn to capital markets. We find that firms that use more equity, retained earnings and trade credit have tended to achieve improved investment and sales, both before and after the crisis, whereas highly leveraged firms have tended to experience the opposite.

The credit-supply shock generated by the financial crisis has also meant that the allocation of bank credit between firms has been determined to a lesser extent by their productivity and growth potential, and more by the balance sheet health of their bank, or by their size. Credit supply to smaller firms fell more and these firms had more difficulties compensating for reduced external financing with other sources of finance. Our research suggests that firms in sectors with a high growth potential have been particularly adversely affected.

Public policies to address market failures and frictions and to enhance productivity growth remain critical

Investment in the EU has started to recover, but this recovery is weak by historical comparison, and uneven. Declining investment in infrastructure is a major concern that has implications for Europe’s long-term competitiveness and potential growth. Likewise the slowness of the recovery in investment by firms is disturbing, particularly given the extraordinary monetary stimulus. The continued decline in returns to firm investment suggests that action is needed to raise productivity growth, yet innovation-related investment in intangibles remains low by international standards, and binding financial constraints and other market failures have reduced the efficiency of resource allocation. Avoiding investment stagnation requires continued action on at least three fronts:

- **Structural reforms** focused on market flexibility to support innovation and productivity growth.
- **Financial sector reforms** to further improve banking sector resilience and further develop capital markets as an alternative source of finance for European corporations. The banking and capital markets unions are important steps forward in this regard.
- **Public support for investment**, making the best use of available EU and national financing capacities to address investment gaps in infrastructure and innovation and to help alleviate the financial constraints faced by smaller firms.
The EIB has a unique role to play in supporting investment in Europe

The EIB plays an important catalytic role in promoting sound investment projects in support of EU policy goals in Europe and beyond. As a bank, it raises money from international capital markets, using its AAA credit rating. As a public institution owned by the 28 Member States of the EU, it lends these funds to finance investment projects that address systemic market failures or financial frictions, targeting four priority areas in support of growth and job creation: innovation and skills, SMEs, climate action and strategic infrastructure.

In 2015, the EIB provided EUR 77.5bn in long-term finance to support private and public productive investment, with the EIF providing EUR 7bn. At a first estimate, this helped realise investment projects worth roughly EUR 230bn and EUR 27bn, respectively. All the projects the EIB finances must not only be bankable, but also comply with strict economic, technical, environmental and social standards in order to yield tangible results in improving people’s lives. Alongside lending, the Bank’s blending activities can help leverage available funding by, for example, helping transform EU resources under the European Structural and Investment Funds (ESIF) into financial products such as loans, guarantees, equity and other risk-bearing mechanisms. Advisory activities and technical assistance can help projects to get off the ground and maximise the value-for-money of investments.

The Investment Plan for Europe undertaken by the European Commission and the EIB further enhances the EU policy response to relaunch investment and restore EU competitiveness. It consists of three main pillars: finance through the European Fund for Strategic Investments (EFSI) to enhance the EIB Group’s capacity to address market failures in risk-taking that hold back investment; the European Investment Advisory Hub (EIAH) to provide comprehensive technical assistance in the sourcing, preparation and development of investment projects; and support for regulatory and structural reform to remove bottlenecks and ensure an investment-friendly environment. As of mid-October 2016, 361 EFSI transactions were approved, potentially leveraging 44% of the full EUR 315bn envisaged.
Introduction

The large decline in investment in the EU during the recession in 2008-9 and the weak recovery in the subsequent years have been of primary concern for policy makers. Lower levels of investment mean fewer new jobs and weaker economic growth not only in the present but also in the medium term. The eight years of weak investment in the EU have had a detrimental effect on productivity in Europe by reducing the contribution of capital deepening.

The EIB Annual Report on Investment and Investment Finance is designed to serve as a monitoring tool providing a comprehensive overview of the developments and drivers of investment and its financing in the EU. It combines an analysis and understanding of key market trends and developments with a more in-depth thematic focus, which this year is devoted to the impact of financial constraints on investment dynamics. The report also complements internal EIB analysis with contributions from leading experts in the field. A new addition to the report this year is the new annual EIB Investment Survey (EIBIS). The survey covers some 12,000 firms across the EU and a wide spectrum of questions on corporate investment and investment finance. It thus provides a wealth of unique firm-level information about investment decisions and investment finance choices, complementing standard macroeconomic data.

EU investment has been recovering since 2013, but is still 9% below the pre-crisis peak

Following the two years of economic recession triggered by the sovereign debt crisis in Europe, a mild recovery began in most members of the EU in early 2013. It started as an export-driven upswing that gradually strengthened and evolved into a recovery supported by domestic demand. Growth of domestic demand was sustained by falling oil prices and overall inflation, as well as by very accommodating monetary policy and the phasing-out of fiscal retrenchment.

Real investment in the EU fell sharply between 2008 and 2013 despite a brief recovery episode in 2010-11. When real investment finally began increasing again in early 2013, its level was about 17% below the pre-crisis peak and the ratio of investment to GDP was 2 percentage points (p.p.) lower than the average in the period 1999-2005 and 2.8 p.p. below the peak in 2008. This is a large decline: in 2015, 2 p.p. of EU GDP amounted to EUR 290bn or about 10% of total EU gross fixed capital formation (GFCF) in 2015.

The start of the subsequent recovery was also staggered across countries. While investment in most EU economies picked up in early 2013, it started to increase in most of the vulnerable countries only in 2014, a year later than in most of their peers. By the end of the second quarter of 2016, investment in the core countries in the EU had reached the pre-crisis peak and the cohesion countries were about 9% below. The group of vulnerable countries was still 27% below the pre-crisis level and the ratio of investment to GDP was about 4.5 p.p. below the average in the period 1999-2005.¹

The drawn-out episode of weak investment was not totally unexpected. Decade-long recovery episodes from financial crises are not uncommon even in advanced countries. It took real investment in the Nordic European countries about ten years to recover to pre-crisis peaks following their financial crises in the early 1990s. US real investment also needed nearly ten years to return to the pre-crisis peak attained in 2006, following the financial crisis and the Great Recession. That said, the speed of the investment recovery in the EU since 2013 has been slower than that of the Nordic countries and the US in their respective recovery episodes.

¹ Throughout this book, vulnerable countries or vulnerable Member States (VMS) denotes the group of Cyprus, Greece, Ireland, Italy, Portugal, Slovenia and Spain. Cohesion countries refers to the group of all countries that have joined the EU since 2004. Core countries are all the other countries.
Household and government investment account for most of the difference with pre-crisis levels, while GFCF in machinery and equipment has reached pre-crisis peaks and investment in intellectual property products is well above them.

Low investment by households and general governments remains the main drag on total EU investment and on investment in vulnerable countries in particular. The household and general government sectors together account for 80% of the difference between the level of investment in 2016 and 2008. This effect is driven fully by the vulnerable countries: real investment by the general government and household sectors is 42% and 46% below its pre-crisis levels, respectively. Levels of real government investment in core and cohesion countries are comparable to pre-crisis peaks, while real household investment is still lagging in most of the core and cohesion countries with some notable exceptions.

The large decline in government investment after 2010, especially in the vulnerable countries, was the result of the fiscal retrenchment following the financial crisis. In this period, governments reduced investment disproportionately more than other expenditures. This disproportionate reduction had a particularly strong effect on government infrastructure investment, which declined by more than total government GFCF, when compared to their pre-crisis levels. This was the case not only in vulnerable countries, but also in core countries. Only in cohesion countries, the decline in infrastructure investment relative to 2008 was very small and commensurate with its share in total government investment. Overall for the EU, government infrastructure investment accounts for nearly a fifth of the decline in the ratio of total GFCF to GDP.

Relative to GDP, government infrastructure investment is not only below 2008 levels: the ratio of government infrastructure investment to GDP in 2015 is lower than that in 2005 in both core and vulnerable countries. Only in cohesion countries is it above 2005 levels. Existing budgetary plans for 2016 and 2017 do not envisage a change in this situation: most EU governments do not plan increases in government investment in 2016 and 2017, even though in several countries it has reached its lowest levels in the past 20 years.

A push in government infrastructure investment has the potential to revive overall investment in the EU, also because of the spillover effects. The way this push is carried out, however, is crucial for its success. A proper assessment of infrastructure needs, as well as a careful appraisal at the project level should guarantee that such a push will not be wasteful. Public sector planning capacity and coordination at various levels of administration are of key importance.

Examining the breakdown of GFCF by asset type, the key finding is that investment growth is driven by GFCF in machinery and equipment and intellectual property rights, which are typically corporate investments. GFCF in construction, both residential and non-residential, remains low relative to pre-crisis levels eight years after the crisis started. This weakness is widespread across the EU: investment in new construction exceeds pre-crisis levels in only five Member States, while in 15 it is more than 15% below pre-crisis levels.
Corporate investment has been the main driver of the investment recovery, but remains below pre-crisis levels in vulnerable and cohesion countries

Corporate investment has been the main driver of the investment recovery. That said, corporate investment remains below pre-crisis levels in vulnerable and in cohesion countries. Capital inflows, and in particular foreign direct investment, were an important driver of corporate investment in cohesion countries before 2008. These subsided following the financial crisis and have remained well below their pre-crisis levels throughout the period since 2008, coinciding with weak corporate investment activity. First results from the EIB Investment Survey for seven countries – Finland, Germany, Greece, Italy, Portugal, Slovenia, and the UK – complement the macro view on corporate investment activities. They provide evidence for a continuing strong investment performance in Germany and Slovenia for 2016, as well as for the first signs of a recovery in Greece and Portugal. Firms in the infrastructure sector, on the other hand, anticipate a sharp investment slowdown in 2016.

Replacement investments are the main investment priority for the next three years. Across all countries, firms tend to name replacement of existing buildings, machinery, equipment and IT as their principal investment priority: that is, they name this as a priority about twice as often as investment in new products or processes or investment in capacity expansion. About one fifth of firms expect no investment activities over the next three years at all. This is most common in Portugal, Italy and Greece. Interestingly, a substantial share of firms in the UK is also fairly conservative with respect to their longer-term investment activities.

In line with the sluggish recovery observed at the macro level, the survey results show that 16% of firms state that their investment activities in the last three years were below needs, while only 4% report having invested too much. Firms in Portugal, Greece, Slovenia and the UK are the most likely to report that their investment activities in the last three years were below needs – something which is shown to be strongly negatively correlated with both the share of firms’ equipment that is self-reported as state-of-the-art and that of their building stock that meets high energy efficiency standards.

Generally, more productive firms tend to invest more. While this is true in all of the seven countries, the extent to which this holds varies: the survey findings show a relatively strong link between the two variables in Finland, Italy and Slovenia and a relatively weak one in Portugal and the UK. This leads us to the question about the efficiency with which resources are allocated across firms, which is the topic of part III of this book.
Longer-term comparisons qualify some of the post-crisis conclusions

Comparing current investment levels to pre-crisis peaks may not be the most appropriate approach due to the unsustainable surge in investment in the three years preceding the crisis. Comparing investment ratios to GDP with long-term averages addresses this problem to a large extent. It confirms that the weakness of investment in the household sector and in non-residential construction opens a gap between the current investment rate and historical averages. The ratio of government investment to GDP, however, is very close to its long-term average, except for government investment in infrastructure. In this case the gap remains.

This comparison puts in perspective and qualifies the recent role of corporate investment as the main driver of the investment recovery. The ratio of corporate investment to GDP in 2015 was below its average in the period 1999-2005 and accounts for a quarter of the decline of the ratio of total investment to GDP relative to the average in 1999-2005. Thus while corporate investment is driving the mild investment recovery it remains weak by historical comparison.

A combination of supply and demand factors determines the low speed of the current investment recovery; uncertainty, shortage of skilled staff and business regulation are seen by firms as the main obstacles to investment

Variation of aggregate incomes, house prices, the cost of capital and corporate returns are the key drivers of the variation in construction investment across EU members. General improvements in the labour market and in financing conditions, especially in the vulnerable countries, will increase aggregate incomes and housing demand. These developments will address a large part of the decline in construction investment. More worrying is the documented decline in corporate returns that are a key driver of corporate investment. Unless productivity growth increases, it seems unlikely that corporate returns will pick up conspicuously again.

Structural obstacles to investment are another area that cannot be addressed by the general improvement of the economy. When asked about structural obstacles to investment in their countries of operation, the issue reported most frequently by firms is “uncertainty”: overall 67% of firms named this as an obstacle to their investment activities. This is followed by lack of skilled labour (62%) and business regulation (60%). Access to finance follows in 6th place (49%) after high energy costs (55%).

There is a large country and sector-specific component to uncertainty. The highest share of firms reporting uncertainty is in the Greek construction sector, followed by the Greek infrastructure, service and manufacturing sectors. The chain of sectors continues in this manner, with sectors within each country tracking each other very closely in their responses.

In the perception of the importance of business regulation as a barrier to investment there is a clear North-South split. Firms in Greece, Italy and Portugal perceive business regulation to be the most important barrier to investment after uncertainty, while firms in Germany, Finland, and the UK consider business regulation to be much less stifling.

Skilled staff shortages appear to be a general problem in most of the members of the EU: they are considered to be an obstacle by more than half of firms, except in Greece. Lack of skilled labour is seen as an obstacle more often by larger firms and firms active in manufacturing and construction. It is the most severe barrier to investment in Germany: 64% of firms there regard it as an obstacle.
Investment in intangible capital held out better during the crisis but lags behind global peers

Productivity growth can be increased and sustained through more spending on research and development (R&D) and innovation. In the EU, investment in intellectual property rights, a large part of which is accounted for by R&D expenditures, has fared better than investment in fixed tangible capital since 2008. In 2016, levels are higher than those in 2008 in most EU members. Greece, Latvia and Romania are notable exceptions. That said, global comparisons are not so flattering. R&D intensity, the ratio of R&D expenditures to GDP, in the EU has grown only modestly. While this growth was enough to maintain the gap with US R&D intensity, R&D intensities in China and South Korea have grown much faster than in the EU.

Significant heterogeneity of R&D intensities within the EU remains. A group of innovation leaders sustain R&D intensities comparable to those of global leaders – the US, Japan and South Korea. In many EU members, especially from the group of cohesion countries, R&D intensities remain well below those of the leaders.

R&D expenditures make up part of a larger category of investments known as investment in intangible assets. The importance of intangible assets for economic growth is now well established in the academic and applied policy research literature. This importance increases as economies move closer to the global technological frontier, as their possibilities to grow by imitating global technological leaders decline.

European investment in intangible assets has been growing over the past 15 years and at higher rates than investment in tangible capital. Investment in intangible assets also proved more resilient during the financial crisis and the ensuing recession, regaining pre-crisis levels in 2010 and continuing growth throughout the recession in 2011-12, albeit at a slower pace.

The resilience of European investment in intangible assets relative to investment in tangible assets was not sufficient to close the gap with the US, however. US investment in intangibles was higher before the crisis and grew faster after the crisis than in the EU. These differences go some way to explaining the different economic performance of the EU and the US, with intangible assets contributing more to economic growth in the US than in the EU. That said, investment in intangible assets has played only a minor role in the decline of productivity growth since the beginning of the financial crisis, at least in a growth-accounting sense.

Employment protection legislation and government expenditures in R&D are found to be significantly related to investment in intangible capital and its intensity in the economy, as measured by the ratio to tangible assets. These findings provide the rationale for a mix of structural and fiscal policies to address the relative fall of the European economy behind global peers.
The European corporate sector has gradually improved financial resilience following the crisis resolution and created conditions for an investment revival

The financial and sovereign debt crisis in Europe exposed the vulnerabilities of the European corporate sector related to a lack of institutional framework for banking market integration in Europe. The most important part of the resolution of the sovereign debt crisis, the creation of the banking union, went a long way to addressing this deficiency. It has contributed to improving the resilience of the banking sector in Europe and the availability of financing for non-financial firms.

Since the beginning of the financial crisis in 2008, central banks in Europe have been confronted with an extremely challenging economic environment. They first reacted by lowering interest rates close to their effective lower bound. The situation persisted for several years with little sign of recovery and growing risks of de-anchoring of inflation expectations in some jurisdictions. Consequently, several central banks in Europe have embarked on a broad set of unconventional measures, mostly of an unprecedented nature: forward guidance, massive provision of longer-term liquidity and the asset purchase programme. As these measures feed through the banking system, and more widely through the financial system, and are transmitted to the real economy, the positive impact starts to be felt, in the euro area first, but also in the overall financial system in the EU. This has helped to arrest the process of financial market fragmentation and to initiate the reverse process. Signs of more integration are now observed between the groups of core and vulnerable countries: government bond yields have come closer together and the cost of bank borrowing for corporations shows signs of convergence. Bank lending is gradually increasing and access to external finance, more broadly, is improving across countries in the euro area. That said, in several countries, the recent improvements in economic conditions are very much dependent on the extremely accommodative monetary policy stance.

SMEs have benefited less from these improvements than larger firms. SMEs face higher lending rates and are more likely to perceive their financial situation as constrained. Access to equity financing for SMEs also remains difficult in Europe. Stock markets are largely inaccessible for them and private equity has only partially rebounded, with total investment and fundraising volumes remaining well below pre-crisis levels. The venture capital segment of private equity has been very dependent on government support since 2008, with government agencies accounting for almost a third of total fundraising in 2015. Improvement of financial conditions over recent years came in lockstep with the gradual improvements in the banking sector. Credit supply conditions went from being extremely adverse during the peaks of the financial crisis – and later the sovereign debt crisis – to broadly neutral for investment. The accommodative monetary policy stance has further contributed to improving overall financing conditions. This neutral to favourable environment should facilitate the increase of investment growth in the near term.

Some areas remain in need of improvement. The positive results of the 2016 EBA stress test have not been accompanied by a confidence rally in the banking sector. Despite the magnitude of the regulatory adjustment achieved, European banks continue to suffer from very low valuations. This most likely reflects a combination of factors, some of which specific to certain countries. The persistence of a low rate environment probably reflects the intense deleveraging cycle through which the banking and corporate sectors have gone and the hysteresis effects from years of very low investment. It may require structural changes in the business model of some banks.
Availability of a wider range of financing options should make productivity growth more resilient to financial distress

Part III of this book studies how finance influences the efficiency of the economy. The central role of the financial system is to direct financing from those with excess to those in need of it. More efficient financial systems improve the efficiency of resource allocation in an economy, which results in improved productivity. Banks hold a special place in financial systems and it is difficult to imagine modern economies without a significant presence of banks. By specialising in screening and monitoring, they are able to mitigate informational asymmetries and provide financing to small and informationally opaque firms that make for an overwhelming share of European economies. In addition, banks play an important role in providing liquidity services, facilitating transactions and exchange.

The financial and sovereign debt crises in Europe brought into the spotlight the size and importance of the banking sector in the EU: the share of European banks in the European financial system is much larger than that in the US or Japan. Whether we look at banking assets relative to GDP, the share of loans in corporate liabilities or the ratio of banking assets to stock- and private bond-market capitalisation, European banks seem to make up an extraordinarily high share of the financial system (Figure 1).

**Figure 1** Simplified structure of the financial sector in the EU, 2010-2014 (% GDP, average)

There are at least three issues that arise from being overly reliant on banking. The first is a simple diversification argument: when something goes wrong with the banks there is little scope for resort to other forms of external finance, as the recent financial crisis forcefully reminded us. Indeed, Levine, Lin, and Xie (2016a) argue that equity markets can act as a “spare tire” during banking crises and mitigate the impact on the real economy, but only in countries with strong shareholder protection laws. Arguably, similar conclusions could be drawn about other external financing options like bond markets or private equity.

The second issue is that banks are highly leveraged institutions and thus very influenced by swings in asset prices (Langfield and Pagano, 2016). This makes the banking sector a potential amplifier of business cycles: expanding lending when asset prices increase, bringing asset prices even higher, and contracting lending when asset prices fall, provoking further price declines. In addition to amplifying business cycles such a mechanism misallocates resources across the business cycle, lending too much in booms to lower value projects and too little during economic downturns, foregoing profitable business opportunities (Borio, Kharroubi, Upper, and Zampolli, 2016, and Gopinath, Kalemli-Özcan, Karabarbounis, and Villegas-Sanchez, 2015).
Third, banks are an important counterpart for households and SMEs with established businesses and a pool of tangible fixed assets. They are also needed by many large firms to provide and manage liquidity and transactions. Banks, however, are a less suitable counterpart for young and innovative enterprises that typically rely mostly on intangible capital. These companies have the potential to enhance and sustain productivity growth by innovating, which is a risky activity that may take a long period of time before it turns a profit. This feature makes equity a more relevant source of external finance for innovative firms, especially when they are small and young, and allows them to focus on the longer term. A recent OECD study (OECD, 2016a) finds that high productivity growth companies favoured equity as a source of external finance in the period following the financial crisis.

The financial crisis reduced the efficiency of resource allocation and thus had an impact on productivity

A downward trend in productivity growth was already evident before the crisis. The reasons for this are not yet well understood. A comprehensive study on productivity by the OECD (OECD, 2016b) argues that there has been a slowdown in the accumulation of intangible, or knowledge-based, capital since the early 2000s. This type of capital is associated with innovation and therefore productivity growth.

Productivity growth in most European countries came down further following the financial crisis and these effects still seem to be present four years after the end of the sovereign debt crisis in Europe. Part of the explanation may again be the short-lived decline in investment in intangible assets as discussed in Chapter 2 of this book. In addition, not all productivity improvements can be accurately captured in the data. These difficulties in measuring productivity growth may also contribute to the recorded decline.

In Chapter 6 we argue that finance may be another source of productivity slowdown. The focus is thus on the role of the financial system and financial choices of corporates in explaining part of the productivity decline. The financial crisis impaired the capacity of the financial sector to efficiently allocate resources across economies. In general, resources are efficiently allocated if more productive firms attract more resources and produce more than less productive firms. The efficiency of the financial system plays a role in this process as efficient financial systems reallocate credit from less productive firms to more productive ones thereby allowing the latter to expand and the former to contract.

The European banking system took significant blows during both the financial and the sovereign debt crises, which had large effects on credit supply and the efficiency of the allocation of credit in the economy. At the same time, financial constraints became more acute during the financial crisis, as the net worth of corporates fell and pushed up agency costs. This had an additional negative effect on the efficiency of resource allocation, as many young and innovative firms are subject to binding financial constraints.

There exists a well-established body of academic literature on the effects of financial constraints on the efficiency of resource allocation. A common finding in this literature is that financial constraints reduce the efficiency, thereby lowering aggregate productivity levels. A second strand of literature studies the impact of the financial crisis on credit supply in Europe. Despite them looking at different countries and having different research designs, most studies find that the credit supply shock, originating from weak banks, had a significant impact on real activity. This impact was asymmetric along two different dimensions. First, banks with different business models or weak balance sheets were affected differently and therefore transmitted the financial shock to their customers with varying intensity. Second, the financial crisis hit firms asymmetrically along the size distribution: credit supply to smaller firms fell more and these firms had more difficulties compensating for the reduced external financing with other sources of finance.
These two streams of research find a common point, because the financial crisis amplified the effects of financial constraints on the efficiency of resource allocation. Furthermore, the asymmetric nature of the credit supply shock has had additional misallocation effects. The empirical analysis in Chapter 6 provides evidence that the financial crisis indeed worsened the effect of financial constraints on the real economy. Using firm-level data, it shows that the combination of financial constraints and the impact of the financial crisis had a detrimental effect on the efficiency of resource allocation as business opportunities have been missed due to these effects.

Using an empirical decomposition of sectoral productivity into average productivity and allocative efficiency, the analysis in Chapter 6 confirms findings in the existing literature that financial constraints have a negative impact on productivity growth. A large share of this negative effect is explained by the declining allocative efficiency of the economy. The financial crisis had a positive effect on one of the components, namely average sector productivity, possibly by driving smaller unproductive firms out of business. The other component – intra-sectoral efficiency of resource allocation – was negatively affected however. This negative effect can be explained by the tightening of credit constraints.

In the most recent period credit allocation has been improving, as confidence in the banking sector has risen and corporates have strengthened their balance sheets after a long period of deleveraging. While financial constraints seem to be less binding than at the peak of the financial crisis they are still worse than before the crisis, with detrimental effects on the non-financial corporate sector.

**Highly leveraged firms were disproportionately affected by the financial crisis**

Firms’ financing choices before the financial crisis had an impact on their resilience during the crisis. Many firms whose debt matured at the peak of the crisis were not able to roll it over and suffered from a liquidity shortage. Firms with access to pre-agreed credit lines with their banks could draw on these lines and avoid liquidity problems (Campello, Giambona, Graham, & Harvey, 2012). Firms without such access faced a trade-off between savings and investment (Campello, Giambona, Graham, & Harvey, 2011).

Chapter 7 of this book documents the evolution of the sources of financing for non-financial firms in Europe and the effects of changes in these financing sources on the dynamics of firms’ real activity before and after the European crisis. It argues that smaller firms’ financing choices and their dynamics were very different from those of larger firms. Large firms dominate the aggregate balance sheet. Thus, in order to understand the effects of firms’ financing choices on real outcomes, it is important to study average outcomes, using firm-level data, rather than rely on macro aggregates.

Firms in the euro area accumulated more financial debt than non-euro area firms during the 2000s. This debt came in the form of short-term bank loans and long-term debt, whereas other forms of financing such as equity and retained earnings increased only slightly during the deleveraging process of the crisis years. The increase in short-term loans was mostly driven by SMEs in the euro area periphery countries, whereas long-term debt was accumulated relatively more by large firms in the euro area core countries.

Non-financial debt also played an important role both before and during the crisis period. SMEs in the euro area periphery increased trade credit by a factor of 2.5 whereas firms outside the euro area increased other current liabilities, which mostly consist of intra-group debt.
These financing choices affected real outcomes, especially during the crisis. Firms that accumulated more debt experienced declining investment and sales both before and after the crisis. Firms that financed themselves with trade credit, equity and retained earnings before the crisis have proved to be more resilient to financial distress. Since 2008 such firms have been able to increase investment and sales. The importance of these sources of finance is emphasised in other studies, too. Levine and Lin (2016a) and Levine, Lin, and Lie (2016b) make the case for trade credit and for equity. In addition, OECD (2016a) argues that more productive firms tend to use equity financing more intensively in general and in particular following the financial crisis in 2008.

By way of conclusion

The financial crisis has brought to public attention the importance of debt and banking for the European economy. The debt build-up in the years leading up to the crisis and the subsequent drawn-out period of deleveraging brought about an investment boom-and-bust cycle that was associated with significant resource misallocation (Borio, Kharroubi, Upper, & Zampolli, 2016) (Gopinath, Kalemli-Özcan, Karabarbounis, & Villegas-Sanchez, 2015).

Following the financial crisis, investment remained very low for a long period of time, especially in residential and non-residential buildings and structures, and has only recently started to pick up, boosted by improving financial conditions and strengthening domestic demand. Further significant improvement of the labour market should bring investment more into line with past experience. Addressing the slowdown of productivity growth, however, remains a challenge even after the effects of the financial crisis on it have dissipated.

The forced retrenchment of government investment following the sovereign debt crisis has deepened the economic recession in a number of European countries. Furthermore, this retrenchment contributed to the investment decline in most countries in the EU, especially in the infrastructure sector. Compared to earlier periods, government infrastructure investment is weak almost everywhere except for the cohesion countries. At a certain point, run-down and insufficient infrastructure becomes an obstacle to economic growth. Innovation-related investment in intangibles is growing, but remains low by comparison with global peers.

This creates a need for continued action on at least three fronts. Firstly, structural reforms focused on market flexibility are needed to support innovation and productivity growth. Secondly, public support for investment is needed to make the best use of available EU and national financing capacities to address investment gaps in infrastructure and innovation and to help alleviate the financial constraints faced by smaller firms.

Thirdly, the European financial market remains underdeveloped relative to peers and not well integrated, reducing the availability of diverse and independent sources of external finance for corporates. This reduces corporate resilience to financial distress, as the financial crisis made obvious. It revealed the need to further develop European debt and capital markets as an alternative source of finance for European corporations. The deepening of the corporate debt market is especially important to address bottlenecks in the supply of bank credit. The Capital Markets Union initiative should go a long way to addressing these issues. In the longer term, the development of deeper financial markets across Europe would help to achieve better resource allocation and better risk-sharing, and make European economies more resilient to shocks.
Finding your way around this book

The Report consists of three main parts. Part I provides an overview of recent developments in gross fixed capital formation (GFCF) in the EU, in Chapter 1, and investment in intangible capital in Chapter 2. Chapter 1 dissects the recent evolution of EU GFCF by institutional sector and asset type, with special attention paid to the evolution of infrastructure investment. It offers discussion of the drivers of these developments and the implications for European economies. Chapter 2 revises and updates the estimates of intangible capital in Europe from the INTAN-Invest dataset. It then analyses the effects of the financial crisis on investment in intangible capital in Europe and compares it with developments in the US. A novelty this year is Chapter 3. This introduces the new annual EIB Investment Survey (EIBIS) and outlines the wide range of topics that this unique source of information makes it possible to analyse.

Part II focuses on recent developments in investment finance in the EU. Chapter 4 presents an analysis of financing conditions for non-financial corporations and the capacity of the banking system to provide investment finance. It discusses some possible factors behind the relative weakness in corporate investment at this stage of the recovery. Chapter 5 analyses the financing of European small and medium-sized enterprises (SMEs), focusing on the availability and recent development of a wide array of financing instruments intended primarily for SMEs.

As in two previous editions of the Report, Part III focuses on a special topic of relevance to investment and investment finance in Europe. This year the focus is on the impact of the crisis on corporate finance and the lessons for the financing of productivity growth. More specifically, the analysis centres on how corporate financial decisions and the problems in the European banking sector channelled the impact of the financial crisis to the real economy and draws lessons for policy makers. Chapter 6 analyses the effects that the financial crisis had on credit constraints and on the efficiency of resource allocation in the economy. Chapter 7 examines the role of the capital structure of non-financial corporations in transmitting the financial shock to real activity.
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Gross fixed capital formation in the EU

Chapter at a glance

• **GFCF in the EU has increased since 2013 following a mild, relative to historical standards, economic recovery. This investment recovery is uneven across countries and over time.**

• **Corporate investment has been the main driver of the investment increase in core and vulnerable countries, growing at rates well above historical averages. In cohesion countries, corporate investment has not picked up substantially yet and remains well below pre-crisis levels.**

• **Low investment by households and general governments, in particular in vulnerable countries, remains the main drag on total EU investment and on investment in vulnerable countries in particular. The household and government sectors together account for 80% of the difference between the level of investment in 2016 and 2008.**

• **Within government GFCF, infrastructure investment was disproportionately more affected. Government infrastructure investment declined by more than total government GFCF, when compared to their pre-crisis averages. Looking ahead, most EU governments do not plan increases in government investment in 2016 and 2017, even though in several countries it has reached its lowest levels in the past 20 years.**

• **Examining the breakdown of GCFC by asset type: investment growth is driven by GCFC in machinery and equipment and intellectual property rights, which are typically corporate investments. GCFC in construction, both residential and non-residential, remains low relative to pre-crisis levels eight years after the crisis started.**

• **Variation in aggregate incomes, house prices, the cost of capital and corporate returns are the key drivers of the variation in construction investment across EU members. This suggests that significant improvements in the labour market and financing conditions should address a large part of the construction decline.**

• **More worrying is the decline in corporate returns that are a key driver of corporate investment. Unless productivity growth increases, it seems unlikely that corporate returns will pick up conspicuously again.**

• **Comparing current investment levels to pre-crisis peaks may not be the most appropriate approach, due to the unsustainable surge in investment in the three years preceding the crisis. Comparing investment ratios to GDP with long-term averages addresses this problem. Such a comparison confirms that weakness of investment in the household sector and in non-residential construction opens a gap between the current investment rate and historical averages. The government investment ratio to GDP, however, is very close to its long-term average, except for government investment in infrastructure. In this case the gap remains.**

• **Productivity growth increases through more R&D and innovation. In the EU, investment in intellectual property rights, a large part of which is accounted for by R&D expenditures, has done much better than investment in fixed, tangible capital since 2008. In 2016, levels are higher than those in 2008 in most EU members. Greece, Latvia and Romania are notable exceptions.**

• **R&D intensity, the ratio of R&D expenditures to GDP, in the EU has grown modestly, however. This growth was enough to maintain the gap with US R&D intensity. R&D intensities in China and South Korea, however, have grown much faster than in the EU.**

• **Significant heterogeneity among R&D intensities in EU economies remains. A group of innovation leaders maintain R&D intensities comparable to those of global leaders – US, Japan and South Korea. A significant number of EU members, in particular cohesion countries, remain well below the leaders.**
1.1. Introduction

The weak record of gross fixed capital formation (GFCF) in the EU since the financial crisis in 2008 has been a major concern for policy makers. Eight years on, real GFCF is still nearly 10% below its level in 2008. The current situation is seen by many as very unusual and worrying, despite expectations early on of a weak and protracted recovery following the twin financial crisis and the investment boom that preceded it. As Reinhart and Rogoff (2010) explain at length, the financial crisis of 2008 and the European sovereign debt crisis are not much different from earlier financial crises and therefore the consequences should be similar. In particular, recoveries from past financial crises were very long and protracted, and U-shaped, because of the necessary time to unwind the debt accumulated before the crisis and to fix the financial sector.

In addition to debt deleveraging and the relatively slow recovery of the banking sector, the twin financial crisis in Europe has significantly affected productivity growth and the efficiency of resource allocation in European economies. This has depressed the rates of return on investment, and ultimately investment and economic growth.

This chapter dissects the recent evolution of GFCF across the EU and discusses the drivers behind it. It consists of four sections. Section 2 briefly outlines the economic environment since the start of the latest economic recovery in 2013. Section 3 examines GFCF in the EU by institutional sector and by asset type and discusses the drivers behind this evolution. It pays special attention to infrastructure investment. The reason for this focus is the particular importance of infrastructure for economic growth. Motivated by the crucial role of R&D expenditure in innovation that is the main determinant of productivity growth and competitiveness, section 4 more closely examines the evolution of R&D expenditures in the EU, adding to the outline of their evolution in section 2.

1.2. The economic environment has been gradually improving

Despite differences in economic structures and policy responses, GDP and GFCF in the US and EU followed very similar dynamics during the Great Recession that started in 2008 and in the two years that followed its end in 2009 (Figure 1). In the second half of 2011, however, the two economies diverged. The unfolding of the European sovereign debt crisis that started in the second half of 2010 and intensified in the following two years has had a serious negative impact on European economies. While investment and output growth accelerated in the US, most EU economies plunged into a recession that lasted until early 2013. Several factors drove this divergence. The sovereign debt crisis increased economic uncertainty everywhere in Europe and not just in the countries that were directly affected. The cost of financing for all sectors in the economy rose, as spreads increased and banks experienced problems with deteriorating portfolios (Chapter 4 of this book). Governments in the most affected countries – Greece, Spain, Ireland and Portugal – had to aggressively address deficits in the midst of massive private sector deleveraging, which in turn led to worsening of the economic recessions in these countries.
The turning point in this cycle came in early 2013. The sovereign debt crisis subsided as a new institutional setup for the euro area was being agreed among member countries and uncertainty declined (Chapter 4). Private sector leverage had declined somewhat, too. Inflation was low and falling, boosting real incomes. These conditions helped economic activity to pick up, albeit at a rather slow pace, in most EU economies. Initially, the mild recovery was driven by exports followed by an increase in final consumption expenditure – both public and private (Figure 2). This increase in consumption has been underpinned since early 2014 by growing incomes and employment (Figure 3), as well as by falling oil prices. Investment growth also resumed following significant declines in the two preceding recessions. Although initially very tight, financial conditions have been improving constantly since early 2013 (see Chapter 4).
While the Euro Area Business Cycle Dating Committee called the end of the recession in the euro area in 2013 Q1, economies did not grow uniformly within the euro area and across Europe. The group of cohesion countries, formed by EU members that joined in 2004 and after, experienced a much briefer and smaller slowdown in 2012 and grew, on average, twice as fast as the older members from 2013 onwards. Public and private consumption expenditure made the largest contribution to this difference. Investment also increased more in cohesion countries than in older members. EU structural and investment funds in conjunction with the fact that 2015 was the last year when payments related to the 2007-2013 programming period could be made helped to boost investment in these countries and their economies overall (Box 1). Within older Member States differences persisted, too. Some of the countries that were most hit by the crisis – Greece, Italy, Portugal, and Spain – resumed growth in early 2014, or about a year later than most EU peers.2 Despite also being in this group, Ireland’s GDP resumed growth in early 2013 as with most other EU members.

### 1.3. Gross fixed capital formation resumed growth at a low rate

GFCF in the EU picked up again in the second quarter of 2013, after declining for eight consecutive quarters, and increased by a total of 9.5% in the three years to 2016 or about 3.1% per year (Figure 4). This growth increase was driven by core and cohesion countries, but it has not been vigorous by historical standards – only in the group of core countries did it slightly exceed its pre-crisis average. In the VMS, investment growth resumed about a year later with strong contributions from Spain and Ireland. In the first half of 2016, growth of real GFCF slowed down across country groups, turning negative in cohesion countries. The decline in cohesion countries, as well as a large share of the preceding recovery, can be mostly attributed to investments related to European Structural and Investment Funds (ESIF). These investments increased significantly between 2013 and 2015 (see also Figure 7 and Box 1) because 2015 was the last year in which payments from ESIF related to programming period 2007-2013 could be made. In 2016, investment related to the new programming period collapsed, taking down the overall GFCF level (Figure 4). The decline in the VMS is related to a large decline in Ireland and smaller declines

---

2 Throughout this publication this group, including Cyprus, Greece, Ireland, Italy, Portugal, Slovenia and Spain, is called the group of vulnerable Member States (VMS).
in Portugal, Greece, and Slovenia. The decline in Ireland is related to isolated events, whose effect is likely to be temporary.\(^3\)

**Figure 4** Real GFCF by country group, per cent change relative to same quarter of previous year

Assuming that GFCF growth maintains its current pace, it will take another three years, until the end of 2018, to get back to 2008 levels of investment. Such a long period is not an exception, however, as Reinhart and Rogoff (2010) have shown. Long and slow recoveries of investment after financial crises are due to extended periods of deleveraging, combined with scarred banking sectors and inflated pre-crisis investment levels. Table 1 shows the number of years that it took for real investment to recover to the pre-crisis peak during the Nordic financial crises in the early 1990s and the 2008 financial crisis in the US. All four countries experienced financial crises that followed substantial surges in private credit and housing booms in the respective periods, similar to aggregate EU developments in the period before 2008. It took between 9 and 11 years for each country’s investment to recover to its pre-crisis peak.\(^4\)

**Table 1** Investment declines and recoveries following financial crises and real estate busts

<table>
<thead>
<tr>
<th>Country</th>
<th>Peak</th>
<th>Trough</th>
<th>Total decline in %</th>
<th>Years to reach previous investment peak</th>
</tr>
</thead>
<tbody>
<tr>
<td>Norway</td>
<td>1987Q3</td>
<td>1992Q2</td>
<td>34</td>
<td>9 ¼</td>
</tr>
<tr>
<td>Finland</td>
<td>1990Q1</td>
<td>1993Q3</td>
<td>42</td>
<td>10 ¾</td>
</tr>
<tr>
<td>Sweden</td>
<td>1989Q4</td>
<td>1993Q4</td>
<td>31</td>
<td>9 ½</td>
</tr>
<tr>
<td>US</td>
<td>2006Q1</td>
<td>2010Q1</td>
<td>20</td>
<td>9 ½</td>
</tr>
</tbody>
</table>

\(^3\) Ireland has revised its GDP for 2015 upwards by 26%. According to Eurostat, this is primarily due to the relocation to Ireland of a limited number of big economic operators. Details are not yet known, but it seems likely that this revision has affected investment. Investment in intellectual property products, in particular, tripled in the course of 2015 and then declined by 50% in the beginning of 2016.

\(^4\) Important to note here is that, unlike some European countries today, none of these countries had a follow-up sovereign debt crisis and all of them addressed the problems in their banking sectors promptly. In addition, the Nordic recoveries were significantly helped by large currency depreciations and solid external demand.
The academic literature records similar recovery speeds and times. Reinhart and Rogoff (2014) find that it takes on average eight years to reach the pre-crisis level of income. Cerra and Saxena (2008), in a large panel of countries, find evidence that recoveries are weaker when recessions are longer and that, on average, output losses persist more than ten years after a banking crisis, even for the reduced sample of high-income countries. Rioja, Rios-Avila, and Valev (2014) find that the investment rate is, on average 1.7% below pre-crisis levels even nine years after a banking crisis.

Figure 5 (left panel) compares the speed of the investment recovery in the EU since 2013 with the recoveries in Finland and Sweden after their financial crises in the early 1990s, and with that of the US following the financial crisis and recession in 2008-9. In the Nordic case, investment grew about three times faster than in the EU in the three years after reaching its lowest value, while in the US investment increased about 1½ times faster. The right panel of Figure 5 presents a similar comparison between the US and the different country groups in the EU. It clearly shows that investment growth in the EU fell behind that in the US in the three years following the investment trough because of the late start of the recovery in the vulnerable countries and a slowdown in the core countries that started in 2014. Investment in cohesion countries, as well as in Ireland and Spain, has grown in line with US post-financial crisis rates. This dynamic puts the latter two countries in stark contrast with the rest of their peers in the VMS group.

Growth of GFCF has not been uniform in the groups of core and cohesion countries either. In the group of cohesion countries, GFCF has been broadly flat in Bulgaria and Latvia since 2013, even falling slightly in 2015, while in Estonia it has been declining since 2014. In the group of core EU members, investment in Finland and France has remained flat since 2013, with some recent signs that it may start increasing again.

Figure 5

Total rate of change of real GFCF since last trough

Source: National Accounts, Eurostat and OECD.
Notes: GFCF is expressed in 2010 chain-linked volumes in national currency. Period 0 on the horizontal axis denotes the trough (lowest investment level) reached during the crisis episode.

5 Period 0 on the charts denotes the quarter when investment reached a trough.
6 The slowdown was particularly evident in Germany, France, and Austria.
1.3.1. Household and government investment account for most of the difference compared to 2008

The increase in EU GFCF spread across institutional sectors of the economy: corporates, governments and households have all increased investment since 2013. The patterns of investment of the three sectors were quite different after 2008, however (Figure 6, left panel). Household investment registered the largest decline, falling by 33% between 2007 and 2013. It has increased since then at a very low rate – about 1% p.a. Government investment continued increasing throughout the period 2008-9, as most EU governments implemented fiscal stimulus programmes to counteract the severity of the recession, but fell by nearly 20% in the three subsequent years. Since then it has grown at a pace similar to that of households – about 1% p.a. EU-wide real GFCF of the corporate sector has been the most resilient – it declined by less than 15% in 2008-9 and had regained pre-crisis levels by mid-2016. Corporate investment has been growing twice as fast as household investment and nearly three times faster than government investment. This, together with the fact that corporate investment accounts for about 60% of the total in the EU, implies that it has been the main driver of the investment recovery in the EU (Figure 6, right panel).

Figure 6 Real GFCF by institutional sector and contributions of institutional sectors to total real GFCF growth, EU

![Figure 6](image)

Source: National Sector Accounts, Eurostat.
Notes: GFCF is reported in current prices in the sector accounts. A GFCF-specific deflator is used to compute the series in 2010 prices.

The breakdown of the EU aggregate into the three groups of countries offers additional insights (Figure 7). GFCF of the household sector has been a drag on investment growth nearly everywhere, but especially in the VMS, ever since 2008. While quarterly data for 2016 suggests that it might be turning around, GFCF of the household sector remains at less than half of its pre-crisis peak in the VMS. In the groups of core and cohesion countries household investment has added small positive contributions to overall growth of GFCF since 2013. Nevertheless, it is still 10% below its pre-crisis peak in the group of core countries. Only in the group of cohesion countries is real household investment above its pre-crisis peak, but the result is driven by Poland and Romania, the two largest economies in the group. The rest, with the exception of the Czech Republic and Slovakia, remain well below their pre-crisis peaks.

---

7 Although corporate investment experienced slower pre-crisis growth than the other two sectors.
8 Notable exceptions are Germany, Poland and Romania. These being the largest economies in their groups, they have significantly influenced the respective group aggregates.
Figure 7  Real GFCF by institutional sector and contributions of institutional sectors to total real GFCF growth, core, VMS and cohesion countries

GFCF of the general government sector shows the largest variation across country groups. In the group of core countries, despite four years of fiscal consolidation, real GFCF of the general government has never fallen below pre-crisis levels: it slightly increased in 2015 following the gradual decline between 2010 and 2014. In the group of cohesion countries, the fiscal consolidation started later, lasted for a shorter time and was much more abrupt: government investment fell by 14% in just two years – 2012-2013. In the two years that followed, however, it rebounded, increasing by a total of 12%. These large swings can be explained by the importance of European Structural and Investment Funds for investment in this group (Box 1). The group of VMS experienced the largest decline in real GFCF of the general government: in the four years between 2010 and 2014 it fell by 42%. It picked up again slightly in 2015 only in Italy and Greece, but from a very low base. The dramatic decline in government investment also had important consequences for infrastructure spending in these countries, as discussed in more detail in Section 3.3.
The enormous decline in GFCF of the general government in the VMS has been the result of a necessary fiscal consolidation in the countries in this group, but also of the large fiscal stimulus in 2008-9 in some countries. That said, GFCF accounted for the lion’s share of the decline in total expenditures of the general government during the period of fiscal consolidation 2010-2015, even though GFCF accounts for only a small share of total expenditures – around 6.5%. By the end of 2015, when GFCF of the general government started increasing again, government expenditure as a share of GDP and relative to 2009 fell by 2 p.p. of GDP in the VMS, and GFCF accounted for 90% of this decline (Figure 8).

The share of the decline in government investment in the core countries was much smaller than in the VMS. Nevertheless it exceeded the average share of investment in total expenditures 2½ times, suggesting that governments in the core countries cut investment expenditure disproportionately more than other expenditure. This decline has had a large negative effect on government infrastructure investment (Section 3.3, Figure 19). The reduced government infrastructure investment accounted for about a half of the decline in government GFCF between 2009 and 2015 in both the core countries and VMS.

The group of cohesion countries was the only one in which the decline in government GFCF was very small between 2009 and 2015 and well below the average share of government GFCF in total expenditure. This phenomenon can be attributed to the role of the European Structural and Investment Funds, which require national governments to co-finance projects. Thus, if governments in cohesion countries were to decide to substantially reduce investment, their countries would not be able to benefit from ESIF. The decline between 2009 and 2015 in this group, small as it is, is fully attributable to lower infrastructure investment relative to GDP (Section 3.3).

**Figure 8** Change in government expenditure 2009-15, per cent of GDP

![Figure 8](image_url)
Box 1  Government investment in the EU

Since 2010 public investment relative to GDP in Europe has declined significantly, reaching in 2015 its lowest level since 1998. Overall, public investment was fairly stable in Europe between 1995 and 2007, ranging from 2.9% to 3.2% of GDP. The sovereign debt crisis generated a vigorous and coordinated action of fiscal consolidation, slashing public investment programmes and causing a severe contraction of capital spending. Despite the EU Commission recommendations to implement “growth friendly fiscal consolidation”, public investment relative to GDP has kept on decreasing. This is particularly evident in the case of the VMS, where public investment fell from 4.2% of GDP in 2009 to 2.3% in 2014. Also, cohesion countries witnessed a contraction of government capital expenditure relative to GDP (0.9 p.p. between 2009 and 2013), but since 2013 public investment has picked up again. In core countries public investment has been on a downward trend since 2009, but is still in line with the pre-crisis level.

In six Member States (Hungary, Bulgaria, Slovakia, Malta, Denmark and Slovenia) public investment in 2015 was at the highest levels observed since 1995, well above the long-term average in these countries (Figure 9). In cohesion countries, this is also due to relatively low public investment spending prior to 2005 and large financing through the European Structural and Investment Funds after joining the EU. At the other end of the spectrum, public investment in the majority of the VMS (Italy, Portugal, Ireland, and Cyprus) and in a few core ones (France and Netherlands) is at its lowest point since 1995. Public investment in Greece has picked up over the last couple of years reaching 3.8% of GDP in 2015, 1½ p.p. above the trough of 2012-2013, but this is still around 50% of the 2008 level.

Figure 9  Public investment (2015) compared to levels observed in 1995-2015 and average levels

Source: AMECO database
Note: Croatia 2000-2015
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9  Gross Fixed Capital Formation of the General Government (ESA2010: PS1g)
10  See EC’s Annual Growth Survey 2012, COM(2011) 815 final
The fiscal stance of each country is connected with the shifts in levels of public investment (Figure 10). The countries in which public investment has contracted most (compared to the pre-crisis period) have been facing severe public deficits. However, some countries have registered a public investment level above their pre-crisis period even in conjunction with large average deficits (e.g. Hungary, Slovakia).

**Figure 10**  Change in public investment (2013-15 average/2005-07 average) and average deficit (2005-2017) as % of GDP

Regional and local authorities in Europe play a key role in financing and managing public investment programmes, as they are responsible for 53% of the gross fixed capital formation of the general government. This percentage is roughly in line with the pre-crisis level. However, large variations across countries exist, due to a wide range of institutional architectures. In Europe, gross fixed capital formation by sub-national authorities represents 10% of their own total expenditure, compared to only 5% of that of central governments.

In 2015, compared to 2007, public investment in Europe declined from 3.2% to 2.9% of GDP. Sub-national authorities are responsible for 75% of this reduction. However, as shown in Table 2, it is complicated to identify general trends as vertical fiscal consolidation strategies have differed significantly and fiscal dependence on central governments varies widely. Among the countries with large average deficits over the period observed, the decline in public investment results mainly from a contraction of sub-national spending (Portugal, Ireland and Spain), with the exception of Greece, where it is essentially due to a reduction of central government spending.
### Table 2
Change of public investment (in GDP percentage points) between 2007 and 2015, by level of government

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>SNG</th>
<th>CG</th>
<th>Fiscal dependence</th>
<th>Total</th>
<th>SNG</th>
<th>CG</th>
<th>Fiscal dependence</th>
</tr>
</thead>
<tbody>
<tr>
<td>HR</td>
<td>-3.31</td>
<td>-1.10</td>
<td>-2.19</td>
<td>43%</td>
<td>AT</td>
<td>0.01</td>
<td>0.06</td>
<td>-0.04</td>
</tr>
<tr>
<td>IE</td>
<td>-3.08</td>
<td>-2.87</td>
<td>-0.21</td>
<td>45%</td>
<td>UK</td>
<td>0.13</td>
<td>0.07</td>
<td>0.07</td>
</tr>
<tr>
<td>ES</td>
<td>-2.12</td>
<td>-1.46</td>
<td>-0.63</td>
<td>32%</td>
<td>SE</td>
<td>0.23</td>
<td>0.44</td>
<td>-0.21</td>
</tr>
<tr>
<td>LT</td>
<td>-1.83</td>
<td>-0.61</td>
<td>-1.18</td>
<td>74%</td>
<td>DE</td>
<td>0.23</td>
<td>0.15</td>
<td>0.08</td>
</tr>
<tr>
<td>LV</td>
<td>-1.47</td>
<td>-1.38</td>
<td>-0.09</td>
<td>33%</td>
<td>LU</td>
<td>0.25</td>
<td>0.01</td>
<td>0.25</td>
</tr>
<tr>
<td>RO</td>
<td>-1.18</td>
<td>0.19</td>
<td>-1.35</td>
<td>72%</td>
<td>BE</td>
<td>0.26</td>
<td>0.31</td>
<td>-0.04</td>
</tr>
<tr>
<td>PT</td>
<td>-1.07</td>
<td>-0.71</td>
<td>-0.36</td>
<td>27%</td>
<td>FI</td>
<td>0.51</td>
<td>0.53</td>
<td>0.21</td>
</tr>
<tr>
<td>CY</td>
<td>-1.06</td>
<td>-0.36</td>
<td>-0.70</td>
<td>41%</td>
<td>CZ</td>
<td>0.52</td>
<td>0.62</td>
<td>-0.10</td>
</tr>
<tr>
<td>EL</td>
<td>-1.02</td>
<td>-0.26</td>
<td>-0.72</td>
<td>66%</td>
<td>SI</td>
<td>0.58</td>
<td>0.58</td>
<td>0.01</td>
</tr>
<tr>
<td>EE</td>
<td>-0.68</td>
<td>-0.72</td>
<td>0.02</td>
<td>70%</td>
<td>DK</td>
<td>0.77</td>
<td>0.38</td>
<td>0.39</td>
</tr>
<tr>
<td>IT</td>
<td>-0.63</td>
<td>-0.45</td>
<td>-0.18</td>
<td>35%</td>
<td>MT</td>
<td>0.79</td>
<td>0.00</td>
<td>0.79</td>
</tr>
<tr>
<td>FR</td>
<td>-0.48</td>
<td>-0.51</td>
<td>0.02</td>
<td>22%</td>
<td>BG</td>
<td>1.06</td>
<td>2.64</td>
<td>-1.58</td>
</tr>
<tr>
<td>NL</td>
<td>-0.33</td>
<td>-0.39</td>
<td>0.06</td>
<td>68%</td>
<td>HU</td>
<td>2.40</td>
<td>0.95</td>
<td>1.45</td>
</tr>
<tr>
<td>PL</td>
<td>-0.07</td>
<td>-0.01</td>
<td>-0.05</td>
<td>34%</td>
<td>SK</td>
<td>3.10</td>
<td>0.44</td>
<td>2.67</td>
</tr>
</tbody>
</table>

Source: Eurostat.

Notes: SNG denotes sub-national governments; CG denotes central government. Data on social security funds not reported. Fiscal dependence calculated as net transfers between central and sub-national governments as a percentage of total expenditure of sub-national governments in 2015.

Payments from the European budget through the European Structural and Investment Funds, in particular the European Regional Development Fund (ERDF) and the Cohesion Fund (CF), represent a large share of total government investment in most central and eastern European countries (Figure 11). While the share is on average below 10% in the EU-28, it is above 50% in Latvia and the Czech Republic, even without taking into account national co-financing of ESIF projects. In Greece, ERDF and Cohesion Fund payments represented about one third of total public investment in 2015.
Figure 11  Share of ERDF and Cohesion Fund payments in total public investment, 2015

Source: DG Regio and AMECO data.
Notes: National co-financing not included.

Figure 12  Public investment in cohesion MS and VMS, 2000-2015

Source: ECON calculation, DG Regio and AMECO data. Notes: national co-financing not included.

ERDF and CF have increasingly supported public investment in cohesion countries since accession, with a contribution to public capital investment close to 2% of GDP in 2015 (Figure 12). In the VMS, the contribution of European Cohesion Policy to investment has a lower level of magnitude, but increased substantially between 2012 and 2014 compared to the previous years.

Looking ahead, public investment in the EU is expected to remain at similar levels in 2016 and 2017. National budgetary documents presented during the 2016 European Semester (national reform and stability programmes) by large European economies do not contemplate significant increases in public investment levels over the medium term. Substantial heterogeneity remains, however. France, Italy and the Netherlands are expected to register an all-time low in terms of public investment in this period. Public investment in Germany, Denmark, Finland, Sweden and Belgium, on the other hand, is expected to be above long-term averages and pre-crisis levels. Among the large European economies, the Polish stability programme is the only document reporting a fairly significant increase in public investment, with 4.6% of GDP in 2017 and 4.8% in 2018, 0.5 p.p. higher than the level expected in 2016.
In line with aggregate EU developments, corporate investment has been the main driver of the increase in total real GFCF in the core and, even more so, in the vulnerable countries. In the group of cohesion countries, however, corporate investment has played only a secondary role. Growth of corporate GFCF in the core countries was 3.5% in 2014 but slowed down in 2015 as a result of a moderation in Germany and the Netherlands and a slowdown in the UK, Belgium and Denmark. On an aggregate EU level, this slowdown was offset by acceleration in 2014 of corporate investment in the vulnerable countries driven by Italy, Spain and Ireland. While corporate investment in the VMS is growing faster relative to the other two sectors, it is still weak, falling short about 15% from its pre-crisis peak.

The decline in corporate GFCF was most dramatic in the group of cohesion countries. The total decline in real GFCF by the end of 2010 was 27%, compared with the EU average of 16%. This decline followed equally steep growth before the crisis. In the five years to 2008, growth of corporate real GFCF in the cohesion countries averaged 11.3% per year for a total increase of 70%. With today’s lacklustre growth rate, corporate investment in the cohesion countries remained about 15% below pre-crisis levels at the end of 2015. Behind this weakness is a confluence of several structural and cyclical factors. First, the post-crisis period was marked by a substantial decline in TFP growth and potential output growth, which were not expected prior to the crisis (Figure 28). This created significant production capacity that remains under-utilised in many cohesion countries (Figure 13). The large decline in TFP growth also led to a large downward revision of corporate returns, thereby depressing both domestic and foreign investment (Figure 27). As noted in Chapter 4, FDI in the region declined significantly after the crisis relative to its level in the years preceding it. The large economic adjustment in the period 2008-10 led to an emigration wave from cohesion countries of mostly working-age population, reinforcing expectations of a declining workforce.

In addition to these structural factors, corporate investment was pushed down by cyclical conditions. Most cohesion countries underwent large economic adjustments accompanied by simultaneous deleveraging of the public and private sectors. This depressed domestic demand for a prolonged period of time. At the same time, cohesion countries rely largely on exports to Western Europe to grow. Demand there has been relatively weak too, reinforcing domestic developments.

Thus, a more substantial recovery of corporate investment in cohesion countries is contingent upon significant improvements of economic prospects across the EU and acceleration of FDI activity. In addition, Bulgaria, the three Baltic countries and Slovenia experienced real estate booms and busts and are unlikely to regain the pre-crisis investment levels soon.

---

**Figure 13**  
Capacity utilisation rate in industrial sectors in cohesion countries

![Capacity utilisation rate in industrial sectors in cohesion countries](image)

*Source:* Eurostat.
1.3.2. Investment in new construction is a major obstacle to the recovery of total GFCF to pre-crisis levels

The classification of GFCF by asset type – (i) dwellings, (ii) other buildings and structures, (iii) machinery, equipment and weapons systems; and (iv) intellectual property products (IPP) – allows further insights to be gained about the recent rebound of investment and the gap that remains open compared to the pre-crisis peak in 2008.

By the second quarter of 2016, investment in machinery and equipment in the EU accounted for about half of the 9.5% increase in total GFCF since the first quarter of 2013. Investment in construction, of both dwellings and other buildings and structures, contributed one third and GFCF in IPP about a fifth. In the ten years leading up to the financial crisis their shares of investment in total GFCF were about 52% for construction, 33% for machinery and equipment and 14% for IPP. Thus, compared to average historical shares of the different asset types in total investment, construction has contributed disproportionately less to total investment. Historically, weak investment in construction, especially of dwellings, is strongly associated with a fall in output and economic activity (Leamer, 2007). Therefore, it is unlikely that output and overall investment will rebound strongly unless residential investment does.

The positive news is that the share of investment in intellectual property products is growing and is well above its historical average. Higher investment in IPP, a large part of which is R&D spending, is associated with higher productivity growth, which is the ultimate driver of growth of output and income in the long term.11

The contributions of the various asset types to the growth of total real GFCF since 2013 differ significantly across country groupings, but the high contributions of machinery and equipment and IPP remain a common feature. Construction has similar contributions to total GFCF in the core and cohesion groups, slightly above 40%. In the group of cohesion countries, the growth contribution of construction is dominated by other buildings and structures, reflecting increased investment activity related to European Structural and Investment Funds. In the core group the growth contribution of construction is mostly due to dwellings, largely owing to solid growth in Germany and the Netherlands. The growth contribution of intellectual property products to the total in core countries is three times higher than that in cohesion countries.

Investment in construction had exerted a substantial drag on the recovery of total GFCF in the VMS by the second quarter of 2016. This is partly explained by the delayed economic recovery in the majority of countries in this group. Since 2015, the mild upturn of construction investment in Ireland, Spain and Portugal pushed up investment in the VMS, too.

11 Section 4 provides more detail on recent developments in R&D. Chapter 2 expands further and explains the link between growth and intangible capital.
While it is not always economically justifiable, analysts and policy makers often consider the recovery to be successful only when pre-crisis investment levels are attained. The preceding analysis reveals that, in the EU, the recovery has not been completed according to such a criterion. There is still a nearly 10% difference between the current level of real GFCF and the level attained in 2008. This difference can be fully accounted for the difference between current GFCF in construction and its pre-crisis level. GFCF in dwellings and in other buildings and structures have roughly equal shares in this shortfall (Figure 15). In addition, three countries – Italy, France and Spain – account for three quarters of it.

It is important to point out that GFCF in construction had been declining, at least as a share of GDP, in a number of countries already before the financial crisis, and presumably there are longer-term drivers of this decline.\(^\text{12}\) In addition, the countries with the highest decline in construction investment underwent a

---

\(^{12}\) These are Austria, the Czech Republic, Germany, Luxembourg, the Netherlands, Portugal and Slovakia. These account for about 30% of GFCF in construction in the EU.
real estate boom-and-bust cycle that left a substantial overhang of buildings and structures (Figure 16). It should not be expected that these countries will return quickly to the levels of construction investment at the time before the bubble burst. These two observations suggest that some of the decline relative to the level in 2008 may be permanent or at least could last well into the future.

Longer-term developments notwithstanding, the economic and financial crisis had a disproportionately large effect on the construction sector throughout the EU. The share of construction in total gross value added fell by about 1.5 percentage points (p.p.) in the EU. The decline varied significantly across countries. It was 0.5 p.p. in the cohesion countries, 1.5 p.p. in the core, and 3.5 p.p. in the VMS. Several factors contributed to this outcome. First, both the construction sector and its customers are highly dependent on bank credit and, as a consequence, on the value of collateral. At the beginning of the financial crisis, the credit supply shrunk as banks tightened credit standards, raised lending rates and rationed credit for riskier customers. At the same time, residential and commercial property prices started to fall in the majority of EU members, thereby lowering collateral values and further restricting investment demand and borrowing capacity. The private sector in many EU members was affected by a, in some cases severe, debt overhang problem and the efforts to reduce debt levels had a further impact on construction investment.13 Problems of tight credit and high indebtedness were compounded by falling investment returns since 2008 across the non-financial corporate sector, and particularly in the construction sector (Figure 27). The problem of declining returns was aggravated by the cost of capital, which remained high despite falling interest rates due to the high cost of equity (see the Introduction chapter to this book). Adding to declines in the private sector, governments reduced investment by about 16% between 2010 and 2013. As construction makes up a large part of government investment, this pushed down construction investment even further. Finally a host of barriers to investment, whose impact was aggravated by the economic and financial crisis, remains largely unaddressed (Box 3).

Quantifying the impact of these factors is a difficult task as data are not readily available. Nevertheless, it is possible to evaluate how much of the variation in the construction decline across EU members can be explained by variation in these factors. The variation in construction investment is quite substantial across the EU (Figure 16). The decline in 15 EU members exceeds the average EU figure, and in some cases substantially so. As it turns out, just three factors can explain a large portion of this variation (Box 2). Cross-country differences in the change in the cost of capital between 2008 and 2015,

---

13 A more detailed account of the credit supply shock and the effect of private sector debt overhang on investment is provided in Chapter 7.
the change in corporate returns in this period, and the change in the relative price of existing dwellings to new construction can account for about two-thirds of the variation in the shortfall of GFCF in construction relative to its pre-crisis levels. Adding to them the differences in the rate of change in real gross disposable income of households makes it possible to explain 74% of the variation. Focusing on investment in dwellings, just three factors explain 70% of the variation of the shortfall in residential GFCF across the EU: the change in the relative price of existing dwellings, house price inflation and the rate of growth of real gross disposable income of households.

As discussed earlier, the recovery started relatively late in most countries with large declines in construction GFCF. These recoveries follow a long period of depressed economic activity accompanied by very large increases in unemployment rates, consequent declines in aggregate disposable incomes and continuing private sector deleveraging. The depth and persistence of these developments led to a prolonged period of low demand for dwellings. With the recovery gaining traction, these problems should be gradually mitigated. Falling unemployment rates will boost aggregate incomes and reduce income uncertainty. As a result, demand for housing should increase and bolster relative prices of dwellings. This may be a long process however, because the recovery is still rather weak in most EU members and there is substantial inertia in unemployment rates, especially in Europe.

Box 2  Accounting for the variation in construction GFCF across the EU

The regressions below examine the extent to which the neo-classical determinants of investment account for the gap in construction investment. Business investment is driven by the expected return on investment and the cost of capital. Assuming that one can approximate the expected returns with realised returns, we use the change in the internal rates of return on assets in the corporate sector (ΔIRR) as defined in Fama and French (1999) and Wagenvoort and Torfs (2013) (see also Annex A2). The change is calculated for the average IRR 2013-2014 minus the average 2003-2007. The cost of capital is computed as the weighted average cost of capital (WACC), where weights are calculated from Eurostat’s National Sector Accounts for NFCs. In the regression, ΔWACC is the difference between the average cost of capital in 2015 and 2008.

Investment in dwellings is determined by the price of existing dwellings relative to their replacement cost (Q) and expected income, which we approximate with real gross disposable income of households (RGDI). The relative price of dwellings represents the capital gain, or profit, that can be made from selling a dwelling. When the average price of dwellings increases relative to their replacement (construction) cost, the expected profits of builders increase and therefore investment increases. The total rate of change of GDP between 2015 and 2008 is used to control for economic growth. The regressions below explore the extent to which the variation of these determinants across EU countries can account for the variation in the change of current investment in construction relative to the respective pre-crisis level.

All coefficients have the expected sign and are statistically and economically significant, except for the rate of growth of GDP. An increase in the rate of capital is associated with a lower current level of construction GFCF relative to the level in 2008. Higher corporate returns in 2013-2014 and higher real gross disposable income of households in 2015 relative to their respective pre-crisis levels are associated with higher investment in construction today. An increase in the relative price of existing dwellings also results in higher construction investment today.
We run a similar regression of GFCF in dwellings on the relevant determinants of residential investment. Here the factors that are directly associated with firm investment are omitted and instead the regressors include the change of the average annual mortgage rate between 2015 and 2008 and the change in the price index for existing dwellings over the same period. Coefficients are also statistically and economically significant and have the expected sign.

These two simple regressions indicate that a large share of the decline in GFCF in construction can be attributed to weak demand for dwellings and other buildings and structures, as indicated by the importance of aggregate disposable income and rate of return on investment. These should be eliminated with an improvement in the labour markets that raises aggregate real gross disposable income of households as well as an improvement in credit conditions. Such improvements should bid up the house prices relative to construction costs and strengthen incentives for investment in new construction. Strengthening domestic demand should exert certain upward pressure on corporate returns.
The level of investment attained before the financial crisis was likely unsustainable due to the investment boom across the EU in the period 2005-8. Thus it is important not only to look at the difference between today and 2008 but to compare today’s investment to that in “normal” times. It is difficult to find an uncontroversial definition of normal times, however. One way to go about it is to compare ratios of investment to GDP with historical averages. Standard macroeconomic models predict that over long periods of time the ratio of investment to GDP should be constant. Taking an average over many years should thus be a good estimate of this constant. Then the investment ratios at different points in time can be compared to this constant. Such an analysis is not flawless, either, as capital intensities change over long periods of time, but it nevertheless provides a good reference point on how investment is doing in episodes like the one in Europe today.

Compared to its average over 1995-2005, the investment rate in the EU in 2015 is 1.5 p.p. of GDP lower (Figure 17). About half of this is explained by the gap in the VMS that amounts to 3.8 p.p. of this group’s aggregate GDP. In 2015, core countries are ¾ p.p. below their average investment ratio, while in cohesion countries the 2015 investment rate is practically equal to the average. Just like in the comparison of today’s investment level with its pre-crisis peak, investment in construction, both residential and non-residential, explains the gap between the investment rate in 2015 and the average investment rate in the period preceding the investment boom (Figure 17, right panel).

Figure 17  Investment rates in Q2 2016 compared to the average 1995-2005

For the breakdown by institutional sector we compare the investment rate in 2015 with the average for the period 1999-2005 (Figure 18). The EU investment rate of the total economy is still 1.5 p.p of GDP lower than the average. Three-quarters of this gap is due to lower household investment and about a quarter is due to lower corporate investment. The government investment ratio is virtually equal to the average. In the group of core countries, the gap in the household sector is twice as big as that in the corporate sector. The government investment ratio in 2015 in this group is slightly above the average in 1999-2005. In the group of VMS countries, the shortfall in the household sector accounts for two-thirds of the difference between the investment ratio in 2015 and the average in 1999-2005. The government investment ratio accounts for 25% of the gap. In the group of cohesion countries the investment rate in 2015 is above the average and the difference is explained primarily by the high government investment rate and somewhat higher household investment rate.

Comparing this analysis with the one that looked at the difference between current investment levels and the pre-crisis peaks, several common results emerge. Current investment in construction, both
residential and non-residential, is very low and drags down total investment. By institutional sector, household investment largely explains today’s investment weakness, while there is no significant gap in corporate investment. The main difference between the two comparisons is government investment. When looking at the government investment rate versus its average in the period 1999-2005 there is virtually no difference. When the comparison is with the pre-crisis peak, however, current government investment is too low, both in terms of levels and as a ratio to GDP. The reason for this difference is that government investment experienced a dramatic increase in the period 2005-2010 on the back of surging government revenue during the overall investment boom in most EU countries. Government investment rates in the EU rose by 20%, only to decline by approximately the same amount during the fiscal retrenchment following 2010. All country groups experienced the boom in government investment, but the differences showed up in the fiscal retrenchment phase. The groups of core and cohesion countries did not fully undo the surge in government investment. Government investment rates are still about 5% higher in the core countries and about 20% higher in the cohesion countries than they were in the early 2000s.

The government investment boom was not a lot about infrastructure, however. As the next section shows, government infrastructure investment in 2015 was lower than both the pre-crisis peak and the years preceding the investment boom.

**Figure 18  Investment rates in 2015 compared to average 1999-2005**
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Source: Eurostat, national accounts.
Box 3  Identifying barriers to investment in Europe

Investment may be hindered by different types of economic and non-economic barriers. These range from regulatory uncertainty and fragmented markets to weak public planning and project preparation capacity and financing bottlenecks.

The third pillar of the Investment Plan for Europe targets the removal of such barriers. At the EU level, European Commission proposals in areas such as the Energy Union and the Capital Markets Union aim to improve the environment for investment. The Commission has also engaged in dialogue with Member States to help remove national obstacles in areas such as insolvency, public procurement and administration.

The EIB Group has contributed to these efforts, drawing on first-hand experience of barriers it has encountered in working on projects across different countries and sectors. This box summarises the findings of an EIB Group publication cataloguing investment barriers met with in the EIB’s work (EIB, 2016b). Examples of innovative solutions encountered by the EIB and detailed in this study are also briefly mentioned below.

A framework for understanding barriers to investment in the EU

Barriers to investment are location-specific factors that affect the costs and risks of investing and the level of competition in the market. They can also be grouped under the categories of regulation, market size and structure, public sector promoter constraints and access to finance. Table 3 illustrates this framework. Other barriers to investment reflected in the literature include properties of the legal system and macroeconomic conditions.

Table 3  A typology of barriers to investment

<table>
<thead>
<tr>
<th>Costs</th>
<th>Risks</th>
<th>Barriers to competition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regulation: Regulatory burdens and fragmentation; administrative procedures</td>
<td>Regulatory uncertainty</td>
<td>Barriers to market entry and exit; incentives in regulated sectors</td>
</tr>
<tr>
<td>Market size and structure: Market fragmentation</td>
<td>Lack of standards</td>
<td>Implementation of competition law and policy</td>
</tr>
<tr>
<td>Public sector promoter constraints: Infrastructure, public sector efficiency and capacity</td>
<td>Weak planning and project preparation capacity</td>
<td>Possible unintended consequences of public procurement procedures</td>
</tr>
<tr>
<td>Access to finance: Cost of finance</td>
<td>Financial instability, lack of instruments to allocate risk</td>
<td>Limiting entry into new product and geographical markets</td>
</tr>
</tbody>
</table>

Source: Frontier Economics, adapted from World Bank (2005).

Some of the main findings in EIB (2016b), including examples of innovative solutions, can be summarised as follows:
Regulatory uncertainty – Investors understand that the regulatory framework – and tariffs, in particular – will evolve over time. Changes can be introduced in a transparent, predictable, and timely manner, so that investors understand the new risk proposition. For example, a four-year consultation process for moving to a new regulatory framework (“RIIO”) for energy network companies was pioneered in the UK. This relatively lengthy process has the advantage of allowing all concerned parties sufficient time to adjust to the change.

Regulatory fragmentation – Undue fragmentation of markets can deter investment and may be exacerbated by regulatory fragmentation: different regulations in comparison to the potential size of the market. For example, the existence of different regulatory frameworks within and amongst Member States has not helped support a pan-European market for investment in energy efficiency in buildings. European legislation on the energy performance of buildings has provided common benchmarks and improved clarity. One innovative solution is the Programmation de la transition énergétique, in France, which establishes a framework for third-party financing by public companies and includes an energy renovation platform (a “one-stop shop”) to assist private individuals with information concerning finance, certified suppliers, energy audits and construction companies.

Administrative procedures – There is a need to balance the benefits and costs of regulation and the associated administrative procedures. Weak regulation and poorly enforced procedures may lead to poor performance, accidents, etc., whilst unduly burdensome administrative requirements increase costs of market entry and expansion, discouraging investment. Programme contracts for Italian airports seek to address this problem by defining the sequence and timing of revisions in charges and offer guidance as to the charges airports can expect in the long term, giving operators greater certainty on revenues and assisting with scaling investment projects, obtaining planning approvals, and raising finance. Designing regulation to impose time constraints – not only on regulated operators but on the regulators themselves – can thus help.

Market size and structure – Market fragmentation leads to sub-optimal firm sizes without prompting consolidation, stagnant productivity growth without triggering firm restructuring, and insufficient growth of successful, more productive firms. Common standards may not be enough in situations where a substantial leap in technology is required, but an impartial coordinating body can work to incentivise investment by all the players in a sector. For example, Eurocontrol and the SESAR Deployment Manager serve to define air traffic control technology standards across the Member States and play an impartial role in informing and negotiating among all parties, as well as engaging ancillary sectors, to drive implementation.

Public sector promoter constraints – A key constraint on increased, better quality government investment is weak strategic planning and project preparation. Authorities need to define efficient mechanisms/frameworks which provide for the effective planning, allocation and implementation of projects. New financing structures are necessary to enable territorial investment agencies to raise co-financing for integrated territorial investment programmes. In the context, Urban Development Funds are a good example of a revolving financial instrument for financing revenue-generating investment projects, such as brownfield site regeneration or small-scale renewable energy. The funds are an instrument into which a layer of EU or other public grant funding can be paid to absorb some of the risk, thereby attracting further investment from other sources.

Access to finance – To support investment by local public entities across Europe, it is important to develop financial products tailored to their risk profile and to the economic life of the underlying assets. Financing challenges faced by SMEs result particularly from information asymmetries and diseconomies of scale, for example in relation to access to capital markets. Hydrobonds are an example of an innovative financing approach whereby a group of small operators in Italy issued minibonds to fund multi-annual investment programmes in water and wastewater infrastructure. Senior unsecured debt obligations were aggregated in a portfolio and then securitised to reach an investment size sufficient to involve institutional investors.
1.3.3. New estimates suggest a significant decline in infrastructure investment since 2008

Infrastructure investment has a special place in the analysis here, despite being an integral part of GFCF in other buildings and structures, analysed in the preceding section. The reason is that many infrastructure assets are thought to enhance economic growth due to positive economic externalities, like network effects. Despite the importance of infrastructure, official estimates of infrastructure investment and stocks do not exist. In order to fill this gap, the EIB has created its own internally consistent methodology to estimate infrastructure investment in Europe (EIB, 2010), which is updated in this volume to incorporate recent improvements in data availability following the introduction of the new European System of Accounts (ESA) 2010 (see Section A1 of the Annex).

Before Eurostat changed its national accounts classification to ESA 2010, it looked as if infrastructure investment in Europe had been relatively unaffected by the economic crisis. The best available proxy for infrastructure investment under ESA 1995 – gross fixed capital formation (GFCF) in total fixed assets in the infrastructure sectors – showed that, while infrastructure investment in Europe had followed the business cycle closely, it had done so only fairly moderately (EIB, 2015).

With ESA 2010, the Eurostat released new, hitherto unavailable data on GFCF in other buildings and structures in the infrastructure sectors, which changed the picture quite dramatically: it suggests that infrastructure investment in Europe may have dropped by as much as one quarter (from 2.25% of GDP to 1.70% of GDP) between 2009 and 2015. This is a large decline – not only in comparison to the earlier estimates in (EIB, 2015).

Figure 19  Infrastructure investment as a percentage of GDP.

Notes: Belgium, Croatia, France, Greece, Lithuania, Poland and Romania are excluded from the analysis due to missing data. Source: Eurostat, EIB/EPEC, Projectware.

The main difference between the two measures of infrastructure investment is that GFCF in total fixed assets includes many investments in non-infrastructure items – such as, for example, investments in intellectual property products and in machinery and equipment – which are excluded from GFCF in other buildings and structures. This, in combination with the fact that investment activities have fared very differently across different asset types in recent years, as discussed in the preceding section, explains both the disparity in terms of levels of investment between the two measures of infrastructure investment and why they have evolved so differently over time.

Since we are interested in investment activities only in infrastructure assets in this section, the new data – with its focus on investments in non-residential buildings and other structures, which includes civil engineering works – clearly provides a more realistic picture of the overall situation.
Digging deeper into the new estimates reveals a series of further interesting results: first of all, it shows that the contraction in infrastructure investment was largely driven by the government sector. Government investment in infrastructure fell by a quarter of a percentage point of GDP (22% decline) relative to the 2005-7 average, and even more so compared to 2008-10 (30%). Corporate non-project, as a share of GDP, also declined but somewhat less than government (0.18 p.p. of GDP) when compared to the average 2005-7 level. As its share in total infrastructure investment is smaller than that of the government sector, the rate of change was about the same: -23%.

The corporate sector has experienced a double squeeze in recent years and as a result it is unlikely that it can rebound quickly. On the one hand, realised returns on investment by the corporate sector have dropped considerably. On the other, an increase in the risk aversion of banks together with deteriorating corporate balance sheets has made access to finance more difficult.

Project finance, as a share of GDP, increased between 2009 and 2014 relative to pre-crisis years, but declined in 2015 to a level close to the average prior to the crisis. The increase was due to significant increases, relative to GDP, in non-PPP projects in the VMS and incremental increases of PPP projects in core countries and the VMS. Part of this increase was due to the large declines in GDP during the two recessions in 2008-9 and 2011-12. In the group of VMS, GDP declined by 8% between 2008 and 2012. At the same time, project investment has played a relatively stable part related to project investments in regulated sectors, where returns are fairly stable. Box 5 discusses PPPs in the EU in more detail.

Figure 20 shows the evolution of infrastructure investment in real terms for the government and non-government sectors respectively. It shows that non-government investment has declined relatively little (-8.5%) over the past few years, while government investment has fallen quite steeply (-26.6% in 2015 compared to its 2010 level). This corroborates the finding in section 3.1 and Box 1 that government investment in most EU countries declined significantly after its peak in 2009-10. Moreover, infrastructure investment contributed significantly to the decline in total GFCF of the general government, accounting for about a half of the decline between 2009 and 2015. This is disproportionately more than infrastructure’s average share of one-third of government GFCF over the past 10 years.

With regard to the different sectors, the most striking finding coming out of the new data is the sharp drop in infrastructure investment in the transport sector (-33% in real terms between 2009 and 2015) – which can most probably be explained, at least in part, by the fact that many large-scale transport projects have been cancelled or delayed in recent years as part of government budget consolidation efforts across large parts of Europe (Figure 19 and Figure 20, right panel). This compares to a fall of 23% in education, 13% in communication, 4% in health and 2% in utilities. As a consequence, while transport accounted for 35% of total infrastructure investment in 2009, it now stands at only 29% of total infrastructure investment.

15 All figures are indexed to equal 100 in 2008.
In Box 4, we summarise recent research looking at the potential negative consequences that such a deep and sustained fall in investment in transport infrastructure can have on accessibility costs, other distribution margins and, ultimately, firm-level competitiveness.

Investment in the other infrastructure sectors has also fallen in the wake of the global financial crisis (albeit less so than in the case of transport). The utilities and communication sectors are the only two sectors that have shown some signs of a recovery so far.

When we look at real infrastructure investment by country groups (Figure 21), we find that the overall drop in infrastructure investment was primarily driven by the decline in the vulnerable Member States and – until recently – the cohesion countries, whereas in the core countries, investment activity (in real terms) remained relatively stable over the past few years. The figure also reveals that infrastructure investment activity in all three groups remained subdued in 2015.

This finding is not surprising in light of the analysis in the preceding sections. Government investment and investment in other buildings and structures declined massively in the VMS and infrastructure investment accounted for about half of this decline. The rebound in the cohesion countries is almost entirely due to the rebound in government investment in conjunction with the end of the previous programming period for financing from European Structural and Investment Funds.

A recent EIB publication EIB (2016a) puts the fall in infrastructure investment into perspective. By comparing the current, low levels of infrastructure investment with the investment that is needed for the EU to reach global benchmarks/its self-imposed targets, the publication calculates an infrastructure investment gap of some EUR 300bn per annum.

This is composed of EUR 29bn to upgrade energy networks, integrate renewables, improve energy efficiency and ensure security of supply; EUR 105bn to upgrade transport networks and reduce congestion costs and trade bottlenecks; EUR 65bn to reach the EU’s Digital Agenda standards in broadband, data centre capacity, and cyber security; EUR 10bn for state-of-the-art education facilities, to reach US standards, mostly in higher education; and EUR 90bn to rehabilitate environmental services and ensure water security in the face of climate change.

This poses both short-term and longer-term challenges for growth in Europe. An infrastructure gap of this magnitude is bound to have negative implications. Infrastructure investment is paramount to completing the single European market, improving productive capacity and strengthening European innovation.
Box 4 Infrastructure Investment and Regional Competitiveness

In a recent paper, Revoltella, Brutscher, Tsiotras, and Weiss (2016) shed light on the link between transport infrastructure and regional competitiveness. Specifically, the paper examines the extent to which a larger transport stock helps firms to benefit from global growth opportunities.

The basic idea behind this is that transport infrastructure can improve trade by reducing accessibility costs and other distribution margins, which, in turn, facilitates linking local businesses with their global growth opportunities. From this, Revoltella et al. derived the following three hypotheses:

1. A region with a well-developed transport network is expected to have a higher correlation between global growth opportunities and firms’ sales growth than a region with a less well-developed transport network.
2. This correlation should be particularly pronounced in times of “economic slack” (due to more subdued upward pressure on prices and wages that arises from expanding production when below full capacity).
3. The role of a better transport network with respect to the correlation between global growth opportunities and firms’ sales growth should, at least, be partially explained by the facilitation of access to global growth opportunities for existing firms in a region (and not only by the entry of new firms that are very dependent on global growth opportunities into regions with a large well-developed transport stock).

To empirically examine whether a region’s transport stock can act as a catalyst for firms’ capacity to benefit from global growth opportunities, the authors used firm-level data from Bureau van Dijk’s ORBIS database to construct a panel of about 60,000 firms in 119 European regions between 2006 and 2012.

They compute a proxy for global growth opportunities using global industry-specific price-to-earnings ratios16 and link it to the level of transport stock in a region by estimating the following specification:

$$
\Delta sales_{i,t} = \alpha_i + \beta_1 GGO_{i,t-1} + \beta_2 TS_j + \beta_3 (GGO_{i,t-1} \times TS_j) + \epsilon_{i,j,t}
$$

where subscripts $i$, $j$, and $t$ denote firms, regions, and time periods respectively, $\alpha_i$ captures firm fixed effects, $GGO_{i,t-1}$ is the proxy for global growth opportunities (in logarithm), $TS_j$ is an indicator variable denoting a large stock of transport infrastructure and $(GGO_{i,t-1} \times TS_j)$ is the interaction term between these two last variables.

In line with hypotheses 1 and 2, their analysis reveals that – in times of positive shocks to global growth opportunities – annual sales growth increases more in regions with a well-developed transport network than in regions with a relatively poor one. A large transport stock is also associated with a milder fall in sales growth during a phase of negative shocks to global growth opportunities.

To disentangle how much of the result is due to:

1. A “magnet effect” – i.e. firms that are more dependent on global growth opportunities being located in regions with a better transport stock; and how much is due to
2. A “lifting all boats effect” – i.e. a better transport stock facilitating access to global growth opportunities for all the firms in a region,

the authors looked at how changes in the regional transport stock affect firms’ capacity to benefit from global growth prospects. Using a panel of existing firms in a region, Revoltella et al. find that the sensitivity of firms to global growth opportunities increased considerably in regions in which the transport stock increased substantially. This suggests that – in line with hypothesis 3 – at least part of the correlation found is, indeed, due to a “lifting all boats effect”.

16 The intuition behind this measure is that these price-to-earnings ratios reflect the market expectations about the future earning potential of an industry. See Bekaert, Harvey, Lundblad, and Siegel (2007).
Box 5 Public-Private Partnerships in the EU

The PPP market is so far still relatively small compared to corporate infrastructure investment, but it is also a strategically important form of infrastructure finance. The main idea of PPPs is to harness private sector skills in support of improved public sector services.17 This is achieved by moving away from the direct procurement of physical assets by the public sector and towards the procurement of services from the private sector under public sector regulation/contracts.

The European PPP market peaked in 2006 at around EUR 27bn and has since been in decline, both in terms of volume and total number of deals (Figure 22). The contraction in the PPP market was primarily driven by Europe’s largest PPP market, the UK. The UK’s PPP market shrank from around EUR 15bn in 2006 to only EUR 2.4bn in 2015.

Figure 22 European PPP investments since 2005

![European PPP investments since 2005](image)

Note: The project values quoted refer to the projects’ external funding requirements at the time of financial close (i.e. the sum of debt and equity) and exclude public capital contributions. The external funding requirement of a project may be very different from its capital investment cost.

Source: EIB ECON/EPEC database.

From a sectorial perspective, the transport sector continues to account for by far the largest part of Europe’s PPP market value and represented around 60% of the total market value in 2015 (Figure 23). Social infrastructure was the second most active sector in 2015 – after a temporary decline that can be closely linked to the overall decline in PPPs in the UK. Indeed, social infrastructure represented, on average, 70% of UK’s total PPP market value in the period 2005-2007.

---

17 For more details on PPPs, see e.g. (EIB, 2005) and (EIB, 2010).
European PPP financing strongly relies on debt. The average debt-to-equity ratio has come in at around 6:1 over the past decade (Figure 24). Most of this debt is made up of loans (typically provided through syndicates of lenders). Bond financing played an important role in providing funding prior to the crisis, but disappeared almost entirely in the wake of the global financial crisis and sovereign debt crisis. It was only in 2013 that bond financing started its comeback.

When looking at the financing structure of PPPs across countries, significant differences in funding come to light. While loans constitute the main source of finance across the board, their relative importance varies considerably from around 45% in Belgium to more than 95% in Poland (Figure 25). The use of project bonds tends to remain very much limited to some of the core countries (i.e. Belgium, France, Germany, the Netherlands and the UK) plus Ireland.
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In terms of sectors, loans are the main financing source across all sectors. Their relative importance is most pronounced in those sectors that tend to have a relatively short project cycle, such as environment and recreation and culture, whereas other sectors rely less on loans (such as general public services and housing and community services). The use of project bonds is – similarly to its geographical distribution – much less prevalent and largely restricted to very few sectors, with “housing and community services” accounting for the highest share of project bonds.

The global financial crisis and the sovereign debt crisis have had a dramatic impact on the cost of debt finance for PPPs. Figure 26 provides an insight into how the pricing of private loans has evolved over the last decade by plotting the average spread over Euribor/Libor of the principal loans since 2004. In the run-up to the financial crisis, the spreads over Euribor/Libor declined from 105 basis points (bps) in 2004 to 85 bps in 2007. The picture was reversed by the financial crisis: between 2007 and 2010 spreads tripled to more than 250 bps. When the sovereign debt crisis hit in 2011/2012, prices surged again and hit a historical high, before declining considerably in the period 2013-2015.

Note: Data on pricing refer to the principal loan of each project as made available by Projectware and/or the Infrastructure Journal. As this information is available only for a sub-sample of loans, the results should be taken as indicative rather than definitive. For CDSs, we use 5-year sovereign CDSs from Bloomberg.

Source: EIB ECON/EPEC database.
A comparison with the weighted average of sovereign credit default swaps (CDSs) – a broad measure of market conditions – reveals that even though pricing for PPP loans was broadly aligned with CDSs prior to the crisis and during the initial years of the crisis, the two measures diverged in more recent years. While CDSs started to fall already in 2011, pricing for PPP loans increased until 2012, before only slowly starting to follow the downward trend of sovereign credit default swaps.

The trends in PPP finance during the crisis can be explained to a large extent by the retreat of many banks from the infrastructure investment field and the limited fiscal space of sub-sovereigns to directly fund PPP schemes. An additional important constraint on infrastructure finance was the decline in mono-line insurers, which has adversely affected the credit quality of infrastructure investment and therefore compounded the situation of infrastructure investors.

Many additional institutional reasons exist for the decline in PPPs: the European PPP Expertise Centre (EPEC) has recently published a review of some of the key barriers to successful PPPs in Europe, in which it emphasises overly complex contracts and excessive restrictions and caveats on the part of state institutions as key obstacles. In addition, a series of negative examples (including changing commitments in the light of changing political situations) have left a mark on how public-private partnerships are perceived. Public budgets and users’ unwillingness to pay for public services constitute additional bottlenecks.

1.3.4. Low returns are a drag on a more vigorous investment recovery

In the analysis in Box 2 the decline in corporate returns on assets played a statistically and economically significant role in the decline of construction investment, but, unlike demand for housing, the low investment return of NFCs will not be automatically and fully addressed by the economic recovery.

Investment returns are perhaps the single most important factor in investment decisions. An investment will be made only if returns are high enough to compensate for the risk and the cost of capital. Expected or even realised returns on investment, however, are not directly observable and are difficult to infer from available data. As an approximation, we compute the realised average internal rate of return (IRR) on assets for industries and countries in the EU using the ORBIS database: a firm-level database of companies’ financial information.18 ORBIS is produced by Bureau van Dijk and covers a substantial share of European companies. The estimates show that the average realised IRR has been declining ever since the beginning of the financial crisis across countries, industries, and firm sizes (Figure 27). This finding is in line with findings by the IMF (2014) that the reduced profitability of European firms has had a significant effect on real interest rates post-crisis, but not in the period preceding it.

Initially, the economic and financial crisis played a significant role in the decline of corporate returns. In the wake of the financial crisis private demand collapsed as economic uncertainty was high, unemployment quickly increased and private sector borrowing nearly froze. This led to a substantial downward revision of corporate sales relative to expectations and therefore the realised investment returns declined relative to the pre-crisis boom. While plausible in the initial post-crisis years, this explanation becomes less and less relevant eight years after the financial crisis. Following the realisation that the investment boom in the run-up to the financial crisis in 2008 was unsustainable, and that productivity growth had slowed down, people revised their expectations for economic growth across the EU downward significantly, as discussed in EIB (2015). This downward revision also entailed scaling down investment plans in line with post-crisis demand.

18 The methodology is developed in Wagenvoort and Torfs (2013), based on Fama and French (1999), and is outlined in section A2 in the Annex.
Figure 27 Nominal internal rates of return in the non-financial corporate sector in the EU, per cent

Source: ORBIS, Bureau van Dijk and EIB staff calculations.
Notes: Internal rates of return are computed using the methodology of Fama and French (1999) and Wagenvoort and Torfs (2013).

The low realised IRRs in Figure 27 are significantly associated with low investment rates. Box 6 demonstrates that in a cross-country, cross-industry panel, average realised IRRs are an important determinant of the investment rate. A simple regression of the investment rate on the IRR that controls for country-industry specific, time-invariant effects finds that a 1 percentage point (p.p.) increase in IRR is associated with a 1.6 p.p. increase in the average investment rate. Adding a measure of aggregate economic uncertainty decreases the elasticity of investment rates to the IRR with a coefficient on policy uncertainty being negative and statistically significant.
Admittedly, the IRR rises when an economy is growing and demand is strong as firms increase capacity utilisation and make better use of their assets. Thus controlling for country and time effects as well as using proxies for industry-specific demand, like the growth rate of sales by industry, is necessary to absorb demand fluctuations.\(^{19}\) Adding these controls indeed substantially decreases the elasticity of the investment rate to the IRR, but it still remains rather high. Controlling for the user cost of capital (UCC) and for financial strength does not significantly change the result that the IRR is a key determinant of investment.

The financial and sovereign debt crises in Europe (2008-2012) had a conspicuous effect on this relationship. The elasticity of the investment rate to the IRR declined and the effect of the UCC on the investment rates became significantly negative. The smaller effect of the IRR is consistent with the findings in Chapter 6 that industries with better growth opportunities decreased investment rates by more than those with worse growth opportunities, thereby introducing a resource misallocation effect. The effect of the UCC most likely reflects the tighter financial conditions during this period.

**Figure 28** Decomposition of labour productivity growth, per cent annual rate

![Decomposition of labour productivity growth](chart)

Source: AMECO and EIB staff calculations.

Falling productivity growth in Europe, both in absolute terms and relative to the US, is likely to be the key driver of falling rates of return (Figure 28 and Chapter 2 in this book). Increasing capital labour ratios, also called capital deepening, may be reinforcing the decline.\(^{20}\) Thus addressing the declining corporate returns should involve addressing the decline in productivity growth and the decline in the labour force.

---

19 Including country-year fixed effects absorbs the effect of policy uncertainty, and they are therefore dropped from the regression.

20 Declining population growth and population-aging that are not accompanied by longer working lives meant that firms invested in labour-saving technologies that increased the capital labour ratio. Decreasing marginal returns to capital labour ratios, holding constant productivity, imply that returns on investment decline.
Box 6 Determinants of corporate investment in Europe

Expected returns on investment are a key driver of corporate investment, but data on expected returns are not readily available. Even assuming that past, or realised, returns are a good predictor for expected returns at an industry or economy level, it is still challenging to find suitable data and methods to infer them. One feasible alternative to investment returns is the average-industry internal rate of return on assets (IRR) computed following the methodology of Fama and French (1999) and Wagenvoort and Torfs (2013) (see Section A2 in the Annex for an outline).

This box investigates the relevance of the IRR for investment on an aggregate two-digit NACE Rev.2 industry level. The sample consists of some 8.3 million firm-year observations from 15 EU Member States over the period 2002-2013. IRRs are computed for two-digit NACE Rev.2 industries, excluding finance and government sectors, for three periods: 2003-2007, 2008-2010 and 2011-2013. For the same industries we compute the user cost of capital (UCC) as the average firm-level weighted average cost of capital (WACC), industry-specific investment deflators and the national GDP deflator. The cost of equity, in WACC, is approximated with a country-specific cost of equity for four aggregate industries: manufacturing, construction, utilities, and services. The baseline model is:

\[ IR_{t,i} = \alpha + \beta_1 IR_{t,p} + \beta_2 \text{leverage}_{i,t} + \beta_3 \frac{\text{cash}}{\text{assets}}_{i,t} + \mu_{i,t} + \epsilon_{i,t} \]

where \( IR_{t,i} \) is the industry-country investment rate in period t. The investment rate is computed as the gross change in tangible and intangible capital aggregated over firms for each two-digit industry in each of the 15 EU members in our sample. Leverage \( \text{leverage}_{i,t} \) is the ratio of country-industry aggregate financial debt, short- and long-term, to aggregate total assets. Cash is the amount of cash in the bank and at hand. Additional controls are the growth rate of sales, sales growth, and crisis – a binary variable taking values of 1 in the period 2008-2012 and 0 otherwise.\(^{21}\) \( IR_{t,p} \) is the average internal rate of return for period p, as specified above. All regressors are lagged to address potential endogeneity problems.

The regression below is based on an unbalanced panel of 4,805 country-industry-year observations over the period 2003-2013. The starting point is a regression of the investment rate on IRR and industry-country fixed effects. The IRR has a highly significant and positive coefficient confirming that aggregate industry investment rates react to changes in IRRs: 1 p.p. increase in IRR increases the industry investment rate by about 1.6 p.p. – a very high elasticity (see column (1)). Adding a measure of aggregate uncertainty, the economic policy uncertainty (EPU) index of Baker, Bloom, and Davis scaled down by 100 (column (2)), reduces somewhat the effect of the IRR.

Admittedly, the effect of the IRR also contains a demand component, i.e. the higher the demand for the goods and services of an industry in a given period, the higher is the internal rate of return on its (existing) assets. We try to control for country-specific time-varying demand (column (3)) by adding country-time fixed effects. These effects absorb the EPU index since it is country-level time series. The coefficient on the IRR declines substantially, but remains statistically and economically significant. The coefficient on the user cost of capital is not statistically significant in this setup. In column (5) we add leverage and the cash-to-asset ratio to control for possible effects from financial constraints. The coefficients have the expected signs that are in line with estimates in the literature (see for instance Chapters 6 and 7 of this book and Kalemi-Özcan, Laeven, and Moreno, 2015). High leverage has a negative effect on the investment rate, while high liquidity is associated with higher investment rates. In this specification we add industry sales growth to try and control for industry-specific demand effects.

\(^{21}\) For more details please refer to EIB WP 2016/4.
In our last specification we analyse the effect of the financial crisis and the subsequent recession (2008-2012) on the relationship between investment and returns. The crisis had a significant negative effect on the elasticity of investment to the IRR. The magnitude of the coefficient on the interaction of the IRR with the crisis dummy is high and may be partially capturing the effect of collapsing demand together with the heightened industry-specific uncertainty about the economic outlook in the short and medium term resulting in an investment hold-up. The UCC had a negative and significant impact on the investment rate, which most likely reflects deteriorated financing conditions and limited financing alternatives to bank credit. The effects of the financial ratios did not differ in the pre- and post-crisis periods.

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>Gross investment(t) / capital(t-1)</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRR</td>
<td></td>
<td>1.62***</td>
<td>1.49***</td>
<td>0.65***</td>
<td>0.87***</td>
<td>0.63***</td>
<td>0.67***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.05)</td>
<td>(0.06)</td>
<td>(0.07)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.08)</td>
</tr>
<tr>
<td>IRR*Crisis</td>
<td></td>
<td>-0.21***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.08)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCC(t-1)</td>
<td></td>
<td>-0.03</td>
<td>-0.02</td>
<td>0.03</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.03)</td>
</tr>
<tr>
<td>UCC(t-1)*Crisis</td>
<td></td>
<td>-0.25***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.06)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leverage(t-1)</td>
<td></td>
<td>-0.13***</td>
<td>-0.13***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.05)</td>
<td>(0.05)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leverage(t-1)*Crisis</td>
<td></td>
<td>-0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.03)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cash/assets(t-1)</td>
<td></td>
<td>0.33***</td>
<td>0.31***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.08)</td>
<td>(0.09)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cash/assets(t-1)*Crisis</td>
<td></td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.05)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sales growth(t-1)</td>
<td></td>
<td>0.19***</td>
<td>0.24***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.02)</td>
<td>(0.03)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uncertainty</td>
<td></td>
<td>-0.01***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.003)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td></td>
<td>4,805</td>
<td>4,805</td>
<td>4,794</td>
<td>4,291</td>
<td>4,291</td>
<td>4,291</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td></td>
<td>0.71</td>
<td>0.71</td>
<td>0.86</td>
<td>0.86</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>Industry FE</td>
<td></td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Country-year FE</td>
<td></td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
</tbody>
</table>

Robust standard errors in parenthesis
*** p<0.01, ** p<0.05, * p<0.1
1.4. Recent trends in R&D investment

This section looks at recent developments in research and development (R&D) expenditure. R&D refers to “creative and systematic work undertaken in order to increase the stock of knowledge, including knowledge of humankind, culture and society, and the devise new applications of available knowledge” (OECD, 2015a). R&D covers three types of activities: basic research, applied research and experimental development.

Although innovation can happen in many ways, it is often the result of a costly process requiring systematic and deliberate investment in R&D activities. R&D expenditure is thus a key component of investments in intangible assets and innovation. Both the public and private sector are engaged in R&D, with crucial and complementary roles. In developed economies the business sector is the main generator of R&D. However, public research institutes and universities are important generators of the knowledge, human capital and skills that are also essential for business sector R&D. The section starts by shedding light on global trends in R&D expenditure over the past two decades and then discusses the recent EU performance in more detail.

1.4.1. EU R&D intensity remains below that of peers

Figure 29 presents the evolution of R&D intensities (total R&D expenditure as a share of GDP) in the EU-28 and their key global competitors during 1995-2014. The figure confirms the continued strong emphasis placed by both China and South Korea on R&D. In China the R&D intensity reached the 2% level in 2013, surpassing the EU and leaving its R&D intensity the lowest among the countries covered. At 2.05% the R&D intensity in China has more than tripled since 1995. This reflects the observed changes in global production patterns. Manufacturing in China has become more orientated towards R&D-intensive industries, with the share of employment rising from 20% in the early 1980s to about 35% in recent years (OECD, 2015b). Nevertheless, its R&D spending is still heavily oriented towards developing science and technology infrastructure, i.e. buildings and equipment, while investment in basic research remains low (4% in 2013 compared to the OECD average of 17%). South Korea has been the R&D leader among the countries covered since 2010, when it took the lead from Japan. At 4.3%, its R&D intensity is one of the highest in the world.

Figure 29  R&D intensity (total R&D investment as a percentage of GDP) across selected countries, 1995-2014


---

22 OECD estimates for the EU-28 may slightly differ from those published by EUROSTAT. OECD estimates are aggregated using USD Purchasing Power Parity indices (PPPs) instead of the EUR exchange rates applied by EUROSTAT. For example, the EU-28 measure of total R&D expenditure to GDP intensity will be an average of EU countries’ R&D intensities, weighted by the share of countries’ GDP to EU GDP in USD PPPs, as opposed to EUR-based GDP shares.
In the EU, aggregate R&D intensity has increased only modestly since 1995, from 1.6% to 1.95% in 2014. The US has experienced a similar trend – but at a higher level – with R&D intensity increasing from 2.4% to 2.74% in 2013. This has left the R&D intensity gap between the US and the EU more or less stable. The gap reached its peak in 2008 at 1% but has since then gradually declined to close to the starting level of 0.8% in 1995. While in the EU and the US R&D intensity has remained relatively flat since 2008, Japan experienced a clear drop in its R&D intensity in 2008 and 2009, and returned to 2008 levels only in 2013. All in all, it is fair to say that when compared to investment in general, R&D expenditure in the EU has performed relatively well in recent years. Nevertheless, the growth of R&D expenditure in the EU, the US and Japan has remained below the high growth rates achieved in the years prior to the financial crisis. This reflects the pro-cyclical nature of R&D expenditure.

R&D expenditures can be broken down according to who carries out the R&D: the business sector, higher education, government or private non-profit institutions. In developed economies the business sector is the main generator of R&D. However, public research institutes and universities are important generators of basic research, innovation, knowledge, human capital and skills that are essential for business sector R&D. Among the countries covered the EU has the lowest share of R&D undertaken by the business sector (63%). In the US the business sector accounts for 70% of R&D expenditure while the corresponding figure for China, Japan and South Korea is between 77% and 78%.

In the EU and the US the business sector share remained relatively stable during 1996-2014. In all three Asian countries the business sector’s share has increased compared to 1996. This holds for China in particular, where the share of R&D expenditure in the business sector increased from less than half (43%) in 1996 to over three quarters (77%) in 2014. For Japan and South Korea the corresponding increase was in the range of 5 to 7 percentage points. The lower business sector share in the EU is largely explained by the higher share of R&D performed in the higher education sector (25% compared to 14% in the US, which comes next) whereas government R&D is more on par with the others (within the range of 8-12% for all the others except China, where it stands at 15.8%). EU higher education R&D intensity stood at 0.45% in 2014, the same as in Japan and highest among the countries covered.

Figure 30 shows the evolution of R&D expenditure by different performer. Values for each series have been indexed using 2008 as the reference year (2008=100). The indexing helps to compare within a country how R&D performance in different sectors has changed over time. However, it is worth keeping in mind that due to indexing the levels shown in the figure do not show the correct ranking between the performers or between the countries. As indicated by the R&D shares presented above, business sector R&D is at a much higher level than government or higher education R&D in all the countries covered, and the US is in the lead in terms of total R&D expenditure. Given that the large majority of R&D is performed in the business sector in the countries covered, it is not surprising to see that the evolution of total R&D expenditure closely follows developments in business R&D (Figure 30).
In the EU, total R&D expenditure increased throughout the period 2000-2014 – apart from a tiny 0.16% drop in 2009. The contribution of different R&D performers to growth varied. In 2009 the business sector reduced its R&D expenditure by 2.56%, but this decline was balanced by countercyclical public (government and higher education) R&D expenditure. Firms’ R&D expenditure started to recover relatively quickly in 2010, while the limited fiscal space in most of the EU countries has kept government R&D relatively flat. Despite limited public resources EU higher education R&D has fared somewhat better, but since 2011 the annual growth has been moderate at around 1%.

Compared to the EU, business sector R&D in the US and Japan suffered significantly more from the crisis. Both in the US and Japan the decline in business sector R&D expenditure after 2008 was larger and pre-crisis levels were reached later – in 2013 in the US and a year later in Japan. However, the most recent years show healthy 5% annual business R&D growth in both countries compared to 3% in the EU. In the US government R&D provided strong countercyclical support in 2009 and 2010, increasing by over 10% during the two years, followed by a close to 9% decline in 2012 and 2013.

In South Korea and China R&D expenditure has increased steadily since 2000 in all three sectors with the business sector leading the way. Particularly impressive is the near exponential growth of business R&D expenditure in China.

1.4.2. EU-28 R&D performance varies widely between countries

Aggregate R&D expenditure in the EU is largely driven by a few large R&D spenders. This is due to the fact that R&D expenditure in the EU continues to be geographically concentrated. Germany alone, the largest R&D spender in the EU, accounts for 30% of the expenditure, largely in line with its GDP share. The combined share of the three largest R&D spenders (Germany, France and the UK) is 60%. The share of the non-EU-15 countries has been increasing, but they still account for only some 4% of total R&D expenditure. It is therefore not surprising that the aggregate trends hide considerable heterogeneity across the Member States both in terms of R&D intensity and the growth of R&D expenditure.

**Figure 31  Geographical distribution of EU-28 R&D expenditure in 2002, 2008 and 2014**

![Figure 31](image)

**Source:** Eurostat

The EU countries can be divided into three groups depending on their current R&D intensity: high R&D intensity countries with R&D intensity above 2%, medium R&D intensity countries with R&D intensity between 1% and 2%, and low R&D intensity countries whose R&D intensity is below 1%. Figure 32 shows converging development in the first two groups since 2000 while for the third group the situation is less clear.

**Figure 32  Evolution of R&D intensity for different EU country groups 2000-2014(%)**

![Figure 32](image)

**Source:** Eurostat
Among the high R&D intensity countries the convergence has happened from both ends of the range. The EU R&D leaders Finland and Sweden have seen their R&D intensities decline to close to 3.2% while in Germany, Denmark and Austria R&D intensity increased throughout the 2000s to around 3%. In Slovenia R&D intensity increased rapidly from below 1.5% in 2000 to above 2.5% in 2012, but declining higher education and government R&D expenditure caused a setback in 2013 and 2014. Belgium experienced relatively weak development during the first half of the 2000s, but during 2008-2014 the growth rate of its R&D expenditure was among the highest (Figure 33). Belgium was one of the four EU countries with positive average annual growth in business, higher education and government R&D expenditure during both 2008-2011 and 2011-2014. The other countries were Germany, the Czech Republic and Slovakia (see Table in Annex A3).

Among the medium R&D intensity countries the financial crisis had a more marked impact on the evolution of R&D intensities. Prior to 2009 there were clearly two groups of countries (Figure 32). The UK, the Netherlands and Luxembourg were at the top with R&D intensity of around 1.6-1.8%, and a flat or slightly declining trend. The rest of the countries started from clearly lower R&D intensity levels, but were all climbing up. The crisis somewhat broke these general trends. In the Netherlands, Hungary and in particular the Czech Republic R&D intensity has increased steadily. In Hungary the increase was mainly due to R&D carried out in the business sector, but in the Czech Republic good business sector performance was combined with robust increases in government and in particular higher education R&D. In the Netherlands the growth rate declined significantly during the latter period due to weaker business R&D. In the UK and Italy R&D intensity has remained relatively flat in recent years while other medium R&D intensity countries saw their R&D intensity drop. In Ireland this happened despite increasing R&D expenditure, indicating that GDP grew faster than R&D expenditure.

The evolution of R&D intensities among the low R&D intensity countries shows in general more volatility due to low starting levels. When the amount of R&D expenditure is small, relatively small changes to the amounts create larger fluctuations in the intensity. Nevertheless, the data series show a clear upward trend for all the countries except Croatia, Romania and Cyprus. Due to weak and weakening R&D intensity in Romania and Cyprus there has been divergence rather than convergence among the low R&D intensity countries since 2009. Romania is one of the few countries in which the average annual growth rate of R&D expenditure was negative during both 2009-2011 and 2012-2014. Others are Finland, Luxembourg, Portugal and Spain.

**Figure 33**  Average annual growth rates of total R&D expenditure across the EU countries during 2011-2014 and 2009-2011

![Graph showing average annual growth rates of total R&D expenditure across the EU countries during 2011-2014 and 2009-2011](source: Eurostat)

23 Average annual growth is calculated at compound rates, constant PPP.
High R&D growth rates in the majority of cohesion countries demonstrate the increasing emphasis of those countries on improving their innovation capabilities. Strong R&D growth in the business sector is usually the main driver, but this is often combined with significant increases in higher education R&D, and sometimes also in government R&D (see Table in Annex A3). Nevertheless, relatively low levels of R&D spending and the related catching-up potential also contribute to the high growth rates of R&D expenditure in these countries.

To conclude, a few observations are due regarding the progress made towards the EU2020 R&D targets. The EU’s Europe 2020 strategy put forward the goal of a smart, sustainable and inclusive EU economy. In order to achieve this, one of the five objectives to be met by 2020 is to invest 3% of GDP in R&D. As Figure 29 above indicates, overall progress towards this target has been slow. Achieving the objective relies to a large extent on efforts made at the country level. Accordingly, each country has adopted its own targets, which together should enable the EU as a whole to meet the objective.

Overall, for the majority of EU countries, there is a considerable gap between 2014 levels and the 2020 targets. This is documented in Figure 34, which presents the national R&D intensity targets and the situation in 2014. That said, there are significant differences between the EU countries, and some of them have already met or are very close to meeting the target. This includes countries with fairly low targets (Cyprus, Czech Republic) but also those that had relatively high R&D intensities to start with (Germany, Denmark). It is also clear that to reach the 2020 targets within the remaining six years there would need to be a significant step change from the pace of progress over the past six years. For 20 countries the remaining gap between current R&D intensity and the target is greater than the increase in R&D intensity during 2008-2014. For seven out of those 20 countries the R&D intensity was lower in 2014 compared to 2008 (Finland, Sweden, Portugal, Luxembourg, Spain, Croatia and Romania).

Furthermore, weak GDP developments during 2009-2014 may have played a non-trivial role in explaining progress in R&D intensities until 2014. The positive side to this development is that in general R&D expenditure reacted less to the crisis than GDP. Nevertheless, it also raises the question of what will happen to R&D intensities when GDP growth starts to pick up again. There might be some downward correction in R&D intensities in the coming years. This underlines the need to try to boost EU R&D expenditure if the EU2020 target is to be achieved.

24 The cohesion countries consist of all the members that joined the EU in or after 2004, except Cyprus. The name of the group derives from the fact that all these countries are eligible for financing from the EU’s Cohesion Fund for the period 2014-2020.
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Annex

A1. Update of the methodology to estimate infrastructure investment

Data on infrastructure investment, let alone its financing sources, are not available in any ready-to-use form. For the new proxy presented in this chapter, we build on the approach first suggested by (Wagenvoort, de Nicola, & Kappeler, 2010).

The basic idea of Wagenvoort et al. was to use Eurostat’s national accounts data on gross fixed capital formation (GFCF) in the sectors commonly considered to be “infrastructure sectors” (i.e. education, health, transport and utilities) to construct estimates of total and government infrastructure investment. Private investment was then derived as the difference between the two.

In a next step, they broke down the private infrastructure aggregate with the help of Projectware data. This allowed them to distinguish between corporate (non-project) infrastructure investment and investments made through Special Purpose Vehicles (SPVs, i.e. projects). The latter could further be divided into Public-Private Partnership projects and non-PPP projects, using data described in (Kappeler & Nemoz, 2010).

The main change that we introduce to Wagenvoort et al.’s methodology in this chapter is that we use newly available Eurostat data on GFCF. While Wagenvoort et al. relied on GFCF in total fixed assets, a recent update of Eurostat’s national accounts data allows us, for the first time, to use a more precise proxy for infrastructure investment, which is GFCF in other buildings and structures.

The new data has the advantage that it excludes many non-infrastructure investments, such as investments in trucks or in other machinery and equipment (that are included in total fixed assets), and therefore reduces the risk of overestimating infrastructure investments. The new Eurostat data also allows us to differentiate between GFCF in the transport sector and in the ICT sector (which were previously lumped together). This gives us a more granular view on individual investment trends across different sectors.

Although the new data captures infrastructure investment better, a few caveats remain. The most important one being the fact that the new data does not allow us to distinguish between GFCF in total fixed assets and in other buildings and structures for the government sector – which means that we have to approximate government investment in other buildings and structures. To do so, we use the following formula:

\[
GGFCF(\text{obs}) = GGFCF(\text{tfa}) \times \left( \frac{\text{government net capital stock(\text{obs})}}{\text{government net capital stock(\text{tfa})}} - \text{implied depreciation} \right)
\]

where \( GGFCF(\text{obs}) \) and \( GGFCF(\text{tfa}) \) are government GFCF in other buildings and structures and in total fixed assets respectively and

\[
\text{implied depreciation} = \left( \frac{\text{total economy net capital stock(\text{obs})}}{\text{total economy net capital stock(\text{tfa})}} - \frac{\text{GFCF(\text{obs})}}{\text{GFCF(\text{tfa})}} \right)
\]

That is, we use the share of other buildings and structure in the government capital stock as a proxy for the share of government gross fixed capital formation in other buildings and structures (adjusted for differences in depreciation rates). In other words, we assume that the share of government gross fixed capital formation in other buildings and structures is equal to its historical share.

It should be noted that applying this formula requires us to make two minor data adjustments. First, when data on the net capital stock of a country is missing, we replace the missing value with the average net capital stock of the region in which the country is located (i.e. Northern Europe, Southern Europe or Central and Eastern Europe). Second, to deal with outliers, we set negative implied depreciation differentials equal to zero.
A2. Calculation of the internal rate of return on assets

Fama and French (1999) propose a method to estimate the excess return on corporate investment over the cost of capital by comparing two internal rates of return. The cost of capital (\( r_{im} \)) is estimated by assuming that firms are acquired and sold at market value:

\[
IV_i^0 = \sum_{t=1}^{T} \left( \frac{X_{it} - I_{it}}{1 + r_{im}} \right) + \sum_{t=1}^{T} \left( \frac{FSV_{it} - FBV_{it}}{1 + r_{im}} \right) + TV_{iT} \tag{1}
\]

where

- \( IV_i^0 \) = the aggregate initial market value of firms present in the sample at the beginning of the sample period for project \( i \),
- \( X_{it} \) = the aggregate after-tax cash earnings before deduction of depreciation, interest costs and dividends in year \( t \) of firms that were present in the sample in year \( t-1 \),
- \( I_{it} \) = the aggregate gross investment in year \( t \) of firms that were present in the sample in year \( t-1 \),
- \( FSV_{it} \) = the aggregate market value of firms that are sold in year \( t \),
- \( FBV_{it} \) = the aggregate market value of firms that are bought in year \( t \),
- \( TV_{iT} \) = the terminal aggregate market value of firms that remain in the sample in year \( T \).

The return on corporate investment (\( r_{im} \)) is estimated by Fama and French (1999) with a similar equation as postulated in equation (1), with the only difference being that firms are bought at book value:

\[
IC_i^0 = \sum_{t=1}^{T} \left( \frac{X_{it} - I_{it}}{1 + r_{ib}} \right) + \sum_{t=1}^{T} \left( \frac{FSV_{it} - FBC_{it}}{1 + r_{ib}} \right) + TV_{iT} \tag{2}
\]

where

- \( IC_i^0 \) = the aggregate initial book value of firms present in the sample at the beginning of the sample period for project \( i \),
- \( FBC_{it} \) = the aggregate book value of firms that are bought in year \( t \) (i.e. firms that enter the sample between \( t-1 \) and \( t \)).

If the return on corporate investment exceeds the cost of capital, then Fama and French (1999) conclude that corporate investment on average adds value for those who started up the firm, as they acquired the firm’s assets at book value.

Wagenvoort and Torfs (2013) extend the analysis by including a third IRR, (\( r_{ib} \)), which measures the operational return on investment:

\[
IC_i^0 = \sum_{t=1}^{T} \left( \frac{X_{it} - I_{it}}{1 + r_{ib}} \right) + \sum_{t=1}^{T} \left( \frac{FSV_{it} - FBC_{it}}{1 + r_{ib}} \right) + TV_{iT} \tag{3}
\]

where

- \( FSC_{it} \) = the aggregate book value of firms that are sold in year \( t \) (i.e. firms that leave the sample between \( t-1 \) and \( t \)),
- \( TC_{iT} \) = the terminal aggregate book value of firms that remain in the sample in year \( T \).

For a more detailed description of the choice and construction of the variables see Wagenvoort and Torfs (2013).
### Table A.1  Average annual growth rates of R&D expenditure by different performers over two periods in EU countries (compound growth rates, constant PPP).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>FI</td>
<td>-0.2</td>
<td>-5.4</td>
<td>-1.9</td>
<td>-6.6</td>
<td>5.0</td>
<td>-1.0</td>
<td>3.1</td>
<td>-6.1</td>
</tr>
<tr>
<td>SI</td>
<td>11.9</td>
<td>-0.8</td>
<td>17.0</td>
<td>0.8</td>
<td>7.1</td>
<td>-4.7</td>
<td>-3.0</td>
<td>-6.0</td>
</tr>
<tr>
<td>SE</td>
<td>-1.4</td>
<td>0.1</td>
<td>-3.6</td>
<td>-0.8</td>
<td>5.8</td>
<td>3.4</td>
<td>-2.4</td>
<td>-4.4</td>
</tr>
<tr>
<td>DK</td>
<td>1.4</td>
<td>1.3</td>
<td>-0.2</td>
<td>-0.1</td>
<td>5.8</td>
<td>3.8</td>
<td>-6.8</td>
<td>5.9</td>
</tr>
<tr>
<td>FR</td>
<td>2.5</td>
<td>1.3</td>
<td>3.1</td>
<td>1.8</td>
<td>4.0</td>
<td>0.8</td>
<td>-2.3</td>
<td>-0.5</td>
</tr>
<tr>
<td>DE</td>
<td>3.1</td>
<td>1.7</td>
<td>2.3</td>
<td>1.9</td>
<td>5.5</td>
<td>0.2</td>
<td>4.3</td>
<td>2.1</td>
</tr>
<tr>
<td>AT</td>
<td>1.5</td>
<td>4.1</td>
<td>1.2</td>
<td>5.2</td>
<td>2.3</td>
<td>2.4</td>
<td>0.2</td>
<td>-0.8</td>
</tr>
<tr>
<td>BE</td>
<td>4.6</td>
<td>5.1</td>
<td>4.8</td>
<td>6.4</td>
<td>5.4</td>
<td>1.7</td>
<td>1.1</td>
<td>5.8</td>
</tr>
<tr>
<td>EE</td>
<td>19.8</td>
<td>-11.9</td>
<td>36.0</td>
<td>-22.1</td>
<td>3.7</td>
<td>2.9</td>
<td>5.8</td>
<td>-2.4</td>
</tr>
<tr>
<td>PT</td>
<td>-0.7</td>
<td>-5.5</td>
<td>-2.5</td>
<td>-6.3</td>
<td>1.1</td>
<td>1.8</td>
<td>-0.3</td>
<td>-9.8</td>
</tr>
<tr>
<td>ES</td>
<td>-1.3</td>
<td>-3.4</td>
<td>-3.0</td>
<td>-2.9</td>
<td>0.4</td>
<td>-3.5</td>
<td>1.0</td>
<td>-4.5</td>
</tr>
<tr>
<td>LU</td>
<td>-2.3</td>
<td>-3.3</td>
<td>-7.6</td>
<td>-10.3</td>
<td>17.7</td>
<td>16.2</td>
<td>10.9</td>
<td>3.8</td>
</tr>
<tr>
<td>IT</td>
<td>0.2</td>
<td>0.4</td>
<td>0.8</td>
<td>1.0</td>
<td>-1.9</td>
<td>-1.6</td>
<td>1.9</td>
<td>3.0</td>
</tr>
<tr>
<td>NL</td>
<td>4.7</td>
<td>1.0</td>
<td>9.1</td>
<td>0.8</td>
<td>-0.3</td>
<td>0.7</td>
<td>1.1</td>
<td>3.0</td>
</tr>
<tr>
<td>IE</td>
<td>2.4</td>
<td>1.9</td>
<td>4.9</td>
<td>3.7</td>
<td>-2.0</td>
<td>-2.8</td>
<td>-6.5</td>
<td>0.0</td>
</tr>
<tr>
<td>UK</td>
<td>-0.2</td>
<td>2.2</td>
<td>0.6</td>
<td>2.7</td>
<td>-0.8</td>
<td>2.4</td>
<td>-2.3</td>
<td>-1.1</td>
</tr>
<tr>
<td>HU</td>
<td>5.2</td>
<td>6.0</td>
<td>11.4</td>
<td>10.9</td>
<td>2.1</td>
<td>-7.3</td>
<td>-7.8</td>
<td>1.2</td>
</tr>
<tr>
<td>CZ</td>
<td>7.6</td>
<td>8.8</td>
<td>5.6</td>
<td>9.2</td>
<td>18.6</td>
<td>10.3</td>
<td>2.8</td>
<td>5.8</td>
</tr>
<tr>
<td>RO</td>
<td>-6.4</td>
<td>-5.6</td>
<td>-0.5</td>
<td>-1.1</td>
<td>-13.4</td>
<td>-17.5</td>
<td>-6.6</td>
<td>-3.9</td>
</tr>
<tr>
<td>CY</td>
<td>5.2</td>
<td>-2.2</td>
<td>-9.9</td>
<td>4.0</td>
<td>12.5</td>
<td>-2.6</td>
<td>-5.6</td>
<td>-8.3</td>
</tr>
<tr>
<td>HR</td>
<td>-8.2</td>
<td>0.4</td>
<td>-8.0</td>
<td>3.0</td>
<td>-10.9</td>
<td>-2.1</td>
<td>-5.7</td>
<td>-1.2</td>
</tr>
<tr>
<td>LV</td>
<td>1.6</td>
<td>2.7</td>
<td>5.2</td>
<td>11.5</td>
<td>2.7</td>
<td>-3.5</td>
<td>-3.8</td>
<td>3.6</td>
</tr>
<tr>
<td>EL</td>
<td>-5.9</td>
<td>4.1</td>
<td>3.0</td>
<td>1.4</td>
<td>9.4</td>
<td>3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LT</td>
<td>1.7</td>
<td>7.5</td>
<td>5.1</td>
<td>11.9</td>
<td>2.4</td>
<td>6.8</td>
<td>-3.8</td>
<td>3.2</td>
</tr>
<tr>
<td>MT</td>
<td>10.2</td>
<td>10.1</td>
<td>10.5</td>
<td>6.5</td>
<td>9.6</td>
<td>11.8</td>
<td>11.5</td>
<td>42.0</td>
</tr>
<tr>
<td>PL</td>
<td>11.4</td>
<td>10.2</td>
<td>10.4</td>
<td>27.5</td>
<td>13.0</td>
<td>3.6</td>
<td>10.5</td>
<td>-2.4</td>
</tr>
<tr>
<td>SK</td>
<td>13.6</td>
<td>12.1</td>
<td>8.3</td>
<td>11.7</td>
<td>28.3</td>
<td>11.5</td>
<td>7.3</td>
<td>13.0</td>
</tr>
<tr>
<td>BG</td>
<td>5.4</td>
<td>15.2</td>
<td>26.2</td>
<td>23.6</td>
<td>7.7</td>
<td>9.5</td>
<td>-10.4</td>
<td>1.8</td>
</tr>
</tbody>
</table>

**Source:** Eurostat
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Growth, tangible and intangible investment in the EU and US before and since the Great Recession

Chapter at a glance

This paper uses a new cross-country cross-industry dataset on investment in tangible and intangible assets for 18 European countries and the US. We set out a framework for measuring intangible investment and capital stocks and their effect on output, inputs and total factor productivity. The analysis provides evidence on the diffusion of intangible investment across Europe and the US over the years 2000-2013 and offers growth accounting evidence before and after the Great Recession in 2008-2009. Our major findings are the following. First, tangible investment fell massively during the Great Recession and has hardly recovered, whereas intangible investment has been relatively resilient and recovered fast in the US but lagged behind in the EU. Second, the sources of growth analysis including only national account intangibles (software, R&D, mineral exploration and artistic originals), suggest that capital deepening is the main driver of growth, with tangibles and intangibles accounting for 80% and 20% in the EU while both account for 50% in the US, over 2000-2013. Extending the asset boundary to the intangible assets not included in the national accounts (Corrado, Hulten and Sichel (2005)) makes capital deepening increase. The contribution of tangibles is reduced both in the EU and the US (60% and 40% respectively) while intangibles account for a larger share (40% in EU and 60% in the US). Then, our analysis shows that since the Great Recession, the slowdown in labour productivity growth has been driven by a decline in TFP growth with relatively a minor role for tangible and intangible capital. Finally, we document a significant correlation between stricter employment protection rules and less government investment in R&D, and a lower ratio of intangible to tangible investment.
2.1. Introduction

The changing nature of the global economy has placed novel attention on intangible capital as a new source of growth. Corrado, Hulten and Sichel (2005, hereafter CHS) expanded the core concept of business investment in national accounts by treating much business spending on “intangibles” – computerised databases, R&D, design, brand equity, firm-specific training, and organisational efficiency – as investment².

When this expanded view of investment is included in a sources-of-growth analysis, intangible capital is found to account for one-fifth to one-third of labour productivity growth in the market sector of advanced economies.

As overall business intangible investment is large and growing in advanced countries (Corrado et al., 2013) the development of harmonised methods and measures of intangible capital coherent with national accounting practices is essential for a deeper understanding of the sources of growth and for the design of macroeconomic policies aimed at stimulating sustained growth, competitiveness and sustainable development.

Although the fixed asset boundary in national accounts has been continuously expanded in recent decades to better account for the role of intangibles, official estimates treat as investment only a limited range of intangible assets: R&D, mineral exploration, computer software and databases, and entertainment, literary and artistic originals (SNA 2008/ESA 2010).

Following the work of Corrado, Hulten and Sichel (2005, 2009) and Nakamura (1999, 2001) a significant research effort has expanded the number of countries for which estimates of investment in intangible assets based on the CHS approach are available. Much work on intangibles focused on Europe and is comparative in nature. This applies to two projects funded by the European Commission (COINVEST and INNODRIVE) under the 7th Framework Programme and to work conducted by The Conference Board and published by the European Investment Bank (EIB) in December 2009. These projects generated estimates of business intangible investment and capital for the European economies. More recently, great efforts have been devoted to producing harmonised national estimates. This has led to the publication of the INTAN-Invest dataset³, which covered 27 countries of the European Union, plus Norway and the United States (Corrado et al., 2012).

This paper uses a newly revised and updated release of the INTAN-Invest dataset for the market sector (INTAN-Invest 2016) of 18 European countries and the US to analyse the diffusion of intangible investment within Europe and in the US, to investigate the role of intangible capital as a source of growth and to improve our understanding of the drivers of the intangible investment gaps across countries.

The paper is structured into seven sections. Section 2 illustrates the theoretical framework and section 3 provides a data description (INTAN-Invest dataset, 2016). Section 4 illustrates the distribution and trends of intangible investment in the US and in the European economies over the years 2000 to 2013. Section 5 provides evidence about the economic relevance of intangible investment while section 6 explores the drivers of intangible capital accumulation. Section 7 concludes.

In order to understand how intangible assets can be a driver of value creation for individual firms and a source of economic growth, it is important to measure them properly. In recent decades the treatment of intangible assets in national accounts has changed with the decision to capitalise software expenditure as capital formation. Software is an important category of intangible assets as it can

---

² The seminal contribution of Corrado, Hulten, and Sichel (2005, 2009, hereafter CHS) was to use an economic view of investment to formalise the arguments for capitalising a broad range of intangibles (not just R&D and software) in company and national accounts. Such assets are created when today’s resources are set aside and used to expand tomorrow’s production capacity. The criterion applies equally to firms’ expenditures on product, market and organisational development because firms expend resources on such activities to increase their future production capacity through “organic growth,” or innovation. This view of investment is common sense, yet it is firmly grounded in economic theory via the optimal growth literature (e.g. Weitzman 1976; see also Hulten 1979).

³ “Harmonised” means that, to the extent possible, the same concepts, methods, and data sources are applied and used for each country.
transform knowledge into computerised information. With the recent adoption of the European System of National and Regional Accounts 2010 (ESA 2010, which replaces ESA 1995), R&D expenditure will also be capitalised as capital formation. However, other intangible assets are notoriously difficult to measure or are simply not measured systematically or consistently across firms or countries and over time. These include assets such as management capability, marketing and employee-training expenditures, which have been shown in the economic literature to be important determinants of a firm’s performance in a market (see, e.g., Bloom and Van Reenen, 2010, for management practices; Belo et al., 2014, for marketing expenditures; and Black and Lynch, 1996, for firm training).

2.2. The theoretical framework

CHS advanced a simple three-sector model that specified production functions for consumer goods, conventional investment goods, and intangibles. The model was used to show how an economy’s input and output growth changed when business investment in intangibles was capitalised, and its variables were used to identify the prices and quantities that needed to be measured in order to capitalise intangibles and study their contribution to growth.

Here we follow the same strategy but use the related model by Corrado, Goodridge and Haskel (2011) that integrates the various approaches to innovation and integrates innovation into the national accounts to make it measureable (see also Corrado et al., 2013).

The main assumptions of the model are the following. Knowledge (ideas) is an input needed to produce consumption and tangible investment goods together with labour and tangible capital. There exist two types of knowledge. One is knowledge that is generated without using factors of production and that is freely available to firms (free knowledge). The other is knowledge that is produced using inputs and that firms must pay for to use in their production process (commercialised knowledge). Commercialised knowledge is accumulated over time, generating the stock of commercial knowledge via the standard perpetual inventory relation and with its own user cost (explicit or implicit).4

The first implication of the model is a broad definition of investment, which includes expenditure to purchase both tangible goods and commercialised knowledge, and a broad definition of aggregate output, which includes not only consumption goods and tangible investment goods but also commercialised knowledge.

\[ P^oQ = P^oY + P^oN = P^oC + P^oI + P^oN \]  \[ \text{[1]} \]

The reason can be thought of by analogy to tangible investment. Suppose an aircraft factory buys in aluminium and produces both final output and its own machines. Then its value added should be properly treated as both the final aeroplanes and the machines, i.e. one might think of the factory as consisting of both an aircraft factory and also a machine factory. Its investment should be treated as equal to the output of the machines. Now suppose the factory also writes its own long-lived software to run the machines. Then we should think of it as both an aircraft factory and machine factory and also a software factory and its investment should include not only the machines but also the software that is produced.

The second implication is that the expression for the sources of growth in value added output is

\[ d\ln Q = s^o_L d\ln L + s^o_K d\ln K + s^o_R d\ln R + d\ln TFP \]  \[ \text{[2]} \]

4 To be more precise, the model considers a simplified economy with just two industries/sectors. The innovation sector produces new finished ideas i.e. it commercialises knowledge (e.g. a way of organising production, or a working software program adapted to the needs of the organisation, say that implements pay and pension calculations for many part-time workers), while the “production” sector uses the knowledge to produce consumption and tangible investment goods. The innovation sector can, at least for some period, appropriate returns to its knowledge, and so this model is identical to Romer (1990) (where patent-protected knowledge is sold at a monopoly price to the final output sector during the period of appropriability), while the production sector is price taker for commercialised knowledge. Both sectors are price takers for labour and tangible capital.
where $sQ$ is the share of nominal value added accounted for by payments to the particular factor, $d\ln TFP$ is defined as the growth in $Q$ (extended output including commercialised knowledge) over and above the growth contributions of labour, the accumulated stock of tangible capital and the accumulated stock of commercialised knowledge (which are in turn their growth rates, times their factor payment shares in total value added).

The final implication is that the model provides a measure of innovation. Equation 2 says that value added growth is due in part to growth in $L$ and $K$. This formalises the idea that growth can be achieved by duplication i.e. adding more labour and tangible capital. It further says that growth can be due to the increased use of paid-for ideas, $d\ln R$, but they have to be paid for to be used, and hence make a contribution to $d\ln Q$ of $sQd\ln R$. The final term, $d\ln TFP$, is the growth impact of everything else, which in this model can only be free ideas used in both sectors. Thus in this model, innovation in the sense of use of ideas is also growth net of $K$ and $L$ usage, i.e.

$$Innovation = sQd\ln R + d\ln TFP + d\ln Q - (sQd\ln L + sQd\ln K) \quad [3]$$

Many innovation studies have attempted to distinguish between innovation and diffusion, the latter being the spread of new ideas. If the ideas come for free, they are, in this framework, counted in $TFP$ growth. So the part of innovation measured by $sQd\ln R$ is investment in commercialised new ideas and that part measured by $d\ln TFP$ might be regarded as the diffusion of free ideas.

### 2.3. Implementation: choice of assets and data sources

#### 2.3.1. Choice of assets

What then are intangible assets? They are investments that enable knowledge to be commercialised. CHS group them into three categories (see Table 1 below)

<table>
<thead>
<tr>
<th>Asset</th>
<th>Intang included in Nat Accounts?</th>
<th>Capitalisation Factor</th>
<th>Depreciation rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computerised Information</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Purchased Software</td>
<td>Yes</td>
<td>1</td>
<td>0.315</td>
</tr>
<tr>
<td>Own-Account Software</td>
<td>Yes</td>
<td>1</td>
<td>0.315</td>
</tr>
<tr>
<td>Databases</td>
<td>See note</td>
<td>1</td>
<td>0.315</td>
</tr>
<tr>
<td>Innovative property</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R&amp;D</td>
<td>Yes</td>
<td>1</td>
<td>0.15</td>
</tr>
<tr>
<td>Design</td>
<td>No</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>Mineral Exploration</td>
<td>Yes</td>
<td>1</td>
<td>0.075</td>
</tr>
<tr>
<td>Financial Innovation</td>
<td>No</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>Artistic originals</td>
<td>Yes</td>
<td>asset-specific</td>
<td>asset-specific</td>
</tr>
<tr>
<td>Economic Competencies</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advertising</td>
<td>No</td>
<td>0.6</td>
<td>0.55</td>
</tr>
<tr>
<td>Marketing research</td>
<td>No</td>
<td>0.6</td>
<td>0.55</td>
</tr>
<tr>
<td>Own-Account Organisational Capital</td>
<td>No</td>
<td>1</td>
<td>0.4</td>
</tr>
<tr>
<td>Purchased Organisational Capital</td>
<td>No</td>
<td>0.8</td>
<td>0.4</td>
</tr>
<tr>
<td>Training</td>
<td>No</td>
<td>1</td>
<td>0.4</td>
</tr>
</tbody>
</table>
Let us review the assets in Table 1. “Computerised information” includes both purchased and own-account software: note that many intangibles are likely to be generated “in-house”. Databases are also included as recommended in SNA 2008.

The second and third broad groups are “innovative property” and “economic competencies”.

2.3.2. Data sources

Among the intangible assets listed above, only a few are currently capitalised in national accounts (SNA 2008/ESA 2010): R&D, mineral exploration, computer software and databases, and entertainment, literary and artistic originals (in what follows we refer to this group of assets as national accounts intangibles). Expenditures for design, branding, new financial products, organisational capital and firm-provided training are instead currently treated as intermediate costs (in what follows we refer to this group of assets as new intangibles).

This paper uses a newly revised and updated release of the INTAN-Invest dataset (INTAN-Invest 2016) providing harmonised measures of business intangible investment (Table 1) and capital stocks in 18 European economies and the US. Once new intangibles are treated as investment the overall pattern of national account value added is adjusted to account for the extension of the asset boundaries, thus generating a modified picture of the sources of growth.

The INTAN-Invest 2016 measures of intangibles are obtained following the same estimation strategy adopted in the previous releases of INTAN-Invest but resorting to new NA data sources. INTAN-Invest 2016 data cover total investment in industries from NACE sections A to M (excluding M72) and section S plus the market sector component of NACE M72, P, Q and R (while previous INTAN-Invest estimates did not include industries P and Q but incorporated industry R as a whole). In the analysis reported in this paper we exclude the real estate industry (NACE section L).

As for sources and methods adopted to generate INTAN-Invest measures of intangibles see Appendix 1.

2.4. Intangible investment in the US and the European countries

In this section we provide evidence on the diffusion of business intangible investment over the period 2000-2013 in the US and in 18 EU economies (EU15 excluding Luxembourg (which will be referred to as EU14) plus the Czech Republic, Hungary, Slovakia and Slovenia (which will be referred to as the NMS)).

2.4.1. The overall picture

In 2000-2013, the average share of intangible investment in GDP is relatively higher in the US (4.2%) than in the EU14 (3.1%) as well as in the four new EU Member States (NMS) included in the analysis (2.2%) (Figure 1). Moreover, national accounts data suggest that the GDP share of tangible investment in the three areas (7.7%, 9.2% and 16.0% respectively) is relatively higher than the intangible share.
But when new intangible assets are included in the analysis, the intangible investment gap between the European economies and the US broadens. New intangibles account for 4.6% of GDP in the US, and 4.1% and 4.2% in the EU14 and NMS respectively. Adding new intangibles to national account assets makes the GDP share of total intangible investment increase to 8.8% in the US, 7.2% in the EU14 and 6.4% in the NMS. Hence in the US intangibles outpaced tangible investment while in the European economies the opposite was the case5.

However, within the EU14 economies intangible shares of GDP vary considerably, revealing an interesting geographical pattern (Table 2). Northern Europe (Denmark, Finland, Ireland, Sweden and the UK) and non-German-speaking continental European countries (France, Netherlands and Belgium) are highly intangible intensive and characterised by higher intangible than tangible shares of GDP over the years 2000-2013. Sweden is the leading country with an intangible GDP share of 10.4%, followed by the UK (9.0%), Finland (8.8%), France (8.7%), the Netherlands and Ireland (both at 8.5%) and Belgium (8.1%) and Denmark (7.8%) lagging slightly behind.

The Mediterranean and German-speaking countries are relatively less intangible intensive economies. In Austria, the intangible investment rate (6.7%) is lower compared to the more intangible-oriented economies but still close to the average of the EU14. Portugal (6.0%) and Germany (5.9%) are below the EU14 average intangible share of GDP followed by Italy (5.3%) and Spain (4.6%). Greece shows the lowest average share over the period (3.7%) being an outlier also in terms of the tangible GDP share of investment.

**Figure 1  Intangible and tangible investment (% GDP, average 2000-2013)**

<table>
<thead>
<tr>
<th></th>
<th>National Accounts Intangibles</th>
<th>Total Intangibles</th>
<th>New Intangibles</th>
<th>Tangibles</th>
</tr>
</thead>
<tbody>
<tr>
<td>US</td>
<td>4%</td>
<td>8%</td>
<td>6%</td>
<td>4%</td>
</tr>
<tr>
<td>EU14</td>
<td>4%</td>
<td>8%</td>
<td>6%</td>
<td>4%</td>
</tr>
<tr>
<td>CZ-HU-SI-SK</td>
<td>4%</td>
<td>8%</td>
<td>6%</td>
<td>4%</td>
</tr>
</tbody>
</table>

Source: Source: INTAN-Invest and authors' elaborations on national accounts

5 Although intangible intensity in the four NMS was slightly lower than in the EU14 region, the ratio of tangible investment to GDP (16%) was almost 50% higher than in the US and almost 60% higher than in the EU14 region.
Table 2  Intangible and tangible investment (% GDP, average 2000-2013)

<table>
<thead>
<tr>
<th>Country</th>
<th>National Accounts Intangibles</th>
<th>New Intangibles</th>
<th>Total Intangibles</th>
<th>Tangibles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>3.1%</td>
<td>3.6%</td>
<td>6.7%</td>
<td>11.4%</td>
</tr>
<tr>
<td>Belgium</td>
<td>2.9%</td>
<td>5.2%</td>
<td>8.1%</td>
<td>11.7%</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>2.5%</td>
<td>4.6%</td>
<td>7.1%</td>
<td>11.7%</td>
</tr>
<tr>
<td>Denmark</td>
<td>3.8%</td>
<td>4.1%</td>
<td>7.8%</td>
<td>9.9%</td>
</tr>
<tr>
<td>Finland</td>
<td>4.3%</td>
<td>4.4%</td>
<td>8.8%</td>
<td>6.9%</td>
</tr>
<tr>
<td>France</td>
<td>4.2%</td>
<td>4.5%</td>
<td>8.7%</td>
<td>7.4%</td>
</tr>
<tr>
<td>Germany</td>
<td>2.8%</td>
<td>3.0%</td>
<td>5.9%</td>
<td>9.7%</td>
</tr>
<tr>
<td>Greece</td>
<td>0.9%</td>
<td>2.8%</td>
<td>3.7%</td>
<td>8.8%</td>
</tr>
<tr>
<td>Hungary</td>
<td>2.0%</td>
<td>4.0%</td>
<td>5.9%</td>
<td>13.3%</td>
</tr>
<tr>
<td>Ireland</td>
<td>3.8%</td>
<td>4.7%</td>
<td>8.5%</td>
<td>9.2%</td>
</tr>
<tr>
<td>Italy</td>
<td>1.9%</td>
<td>3.4%</td>
<td>5.3%</td>
<td>10.0%</td>
</tr>
<tr>
<td>Netherlands</td>
<td>3.4%</td>
<td>5.1%</td>
<td>8.5%</td>
<td>8.3%</td>
</tr>
<tr>
<td>Portugal</td>
<td>1.7%</td>
<td>4.3%</td>
<td>6.0%</td>
<td>11.3%</td>
</tr>
<tr>
<td>Slovenia</td>
<td>2.5%</td>
<td>4.5%</td>
<td>7.0%</td>
<td>15.1%</td>
</tr>
<tr>
<td>Spain</td>
<td>2.1%</td>
<td>2.6%</td>
<td>4.6%</td>
<td>12.7%</td>
</tr>
<tr>
<td>Sweden</td>
<td>5.1%</td>
<td>5.3%</td>
<td>10.4%</td>
<td>9.4%</td>
</tr>
<tr>
<td>Slovakia</td>
<td>1.5%</td>
<td>3.6%</td>
<td>5.1%</td>
<td>17.2%</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>3.4%</td>
<td>5.6%</td>
<td>9.0%</td>
<td>7.5%</td>
</tr>
<tr>
<td>United States</td>
<td>4.2%</td>
<td>4.6%</td>
<td>8.8%</td>
<td>7.7%</td>
</tr>
<tr>
<td>EU14</td>
<td>3.1%</td>
<td>4.1%</td>
<td>7.2%</td>
<td>9.2%</td>
</tr>
<tr>
<td>NMS</td>
<td>2.2%</td>
<td>4.2%</td>
<td>6.4%</td>
<td>16.0%</td>
</tr>
</tbody>
</table>

Source:  INTAN-Invest and authors’ elaborations on national accounts

The analysis of the composition of intangible investment (% GDP) reveals that in the US innovative property and economic competencies are the main drivers of intangible capital accumulation (3.5% and 3.7% respectively) while software (1.7%) plays a minor role (Figure 2).

Economic competencies are the main driver of intangible expenditure also in the EU14 and NMS and computer software remains the smallest component. The same pattern holds within the European economies with the notable exception of the Scandinavian countries, Germany and Ireland (Table 3), where innovative property is the main intangible component (as a result of the high propensity for investing in R&D).

The asset breakdown suggests that Germany is lagging behind the more intangible-intensive EU14 countries and the US because of a lower propensity for investing in economic competencies and software, while Italy and Spain are relatively lower across all intangible asset categories.
Figure 2  Asset composition of intangible investment (% GDP, average 2000-2013)

Table 3  Asset composition of intangible investment (% GDP, average 2000-2013)

<table>
<thead>
<tr>
<th>Country</th>
<th>National Accounts Intangibles</th>
<th>New Intangibles</th>
<th>Total Intangibles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>1.5%</td>
<td>2.2%</td>
<td>3.0%</td>
</tr>
<tr>
<td>Belgium</td>
<td>1.1%</td>
<td>2.6%</td>
<td>4.4%</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>1.4%</td>
<td>2.4%</td>
<td>3.2%</td>
</tr>
<tr>
<td>Denmark</td>
<td>1.4%</td>
<td>3.6%</td>
<td>2.9%</td>
</tr>
<tr>
<td>Finland</td>
<td>1.1%</td>
<td>4.3%</td>
<td>3.3%</td>
</tr>
<tr>
<td>France</td>
<td>2.2%</td>
<td>2.9%</td>
<td>3.7%</td>
</tr>
<tr>
<td>Germany</td>
<td>0.7%</td>
<td>2.9%</td>
<td>2.3%</td>
</tr>
<tr>
<td>Greece</td>
<td>0.4%</td>
<td>1.0%</td>
<td>2.3%</td>
</tr>
<tr>
<td>Hungary</td>
<td>0.8%</td>
<td>2.1%</td>
<td>3.0%</td>
</tr>
<tr>
<td>Ireland</td>
<td>0.5%</td>
<td>4.2%</td>
<td>3.8%</td>
</tr>
<tr>
<td>Italy</td>
<td>1.1%</td>
<td>1.8%</td>
<td>2.4%</td>
</tr>
<tr>
<td>Netherlands</td>
<td>1.7%</td>
<td>2.2%</td>
<td>4.5%</td>
</tr>
<tr>
<td>Portugal</td>
<td>0.7%</td>
<td>1.7%</td>
<td>3.6%</td>
</tr>
<tr>
<td>Slovenia</td>
<td>0.8%</td>
<td>3.0%</td>
<td>3.2%</td>
</tr>
<tr>
<td>Spain</td>
<td>0.9%</td>
<td>1.8%</td>
<td>1.9%</td>
</tr>
<tr>
<td>Sweden</td>
<td>1.9%</td>
<td>4.6%</td>
<td>3.9%</td>
</tr>
<tr>
<td>Slovakia</td>
<td>0.9%</td>
<td>1.3%</td>
<td>2.8%</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1.6%</td>
<td>2.9%</td>
<td>4.6%</td>
</tr>
<tr>
<td>United States</td>
<td>1.6%</td>
<td>3.5%</td>
<td>3.7%</td>
</tr>
<tr>
<td>EU14</td>
<td>1.3%</td>
<td>2.6%</td>
<td>3.2%</td>
</tr>
<tr>
<td>Czech Rep – Hungary – Slovenia – Slovakia</td>
<td>1.1%</td>
<td>2.2%</td>
<td>3.1%</td>
</tr>
</tbody>
</table>

Source: INTAN-Invest
The figures in Table 4 show that in the sample areas services invest more than the industry sector in intangible assets and that agriculture has negligible shares. Services account for 64% of market sector intangible investment in the US, and for 61.4% and 57.6% in the EU14 and NMS. However, manufacturing has a higher value added share of intangibles than services in both the EU14 and NMS, suggesting that the predominant role of services in market sector’s spending for intangible investment is driven by their larger share of value added and is not related to a higher propensity for investing in intangible assets (Figure 3).

In the NMS, instead, services are more intangible-intensive than manufacturing. In the US intangible intensity in both sectors (12.4% and 14%, respectively) is higher than in the two European regions. In the EU14 manufacturing intangible investment as a percentage of value added is much higher than in the NMS (11.9% vs 8.7%), while services display a comparable share in both European regions (10.3% and 10.2%).

Table 4 shows that in Finland, Germany and Sweden manufacturing is more intangible-intensive than services, while Belgium, Ireland and the Netherlands have similar intensities across both sectors.

The low intangible intensity of the Mediterranean countries and, to a lesser extent, Austria, is due to a relatively low investment level in both sectors (with the only exception of Portugal, where intensity in services is higher than the EU14 average). On the other hand, the relatively low level of intangible investment in Germany is mainly driven by the low investment propensity of services, while manufacturing is at the EU14 average (but lower than the US level).

The last three columns in Table 4 illustrate the intangible to tangible investment ratio across countries and industries. Services are more intangible than tangible-intensive in the US and in both EU regions. The difference between industry and services is much higher in the US (1.25 vs 1.03) and in the four NMS (0.53 vs 0.34) than in the EU14 (0.85 vs 0.79). The EU14 figures mask a great deal of heterogeneity across European countries, where services are more intangible than tangible-intensive in five countries (including Italy, Spain and the UK), and more or less balanced in the other two (including France) while manufacturing takes the lead in the remaining economies (including Germany).

**Figure 3** Intangible investment by industry (% officially measured industry value added, average 2000-2013)

Source: INTAN-Invest and authors’ elaborations on national accounts
Table 4  Intangible investment by industry (average 2000-2013)

<table>
<thead>
<tr>
<th>Industry composition</th>
<th>Value added share</th>
<th>Intangible to tangible ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AGR</td>
<td>IND</td>
</tr>
<tr>
<td>Austria</td>
<td>0%</td>
<td>42%</td>
</tr>
<tr>
<td>Belgium</td>
<td>0%</td>
<td>33%</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>0%</td>
<td>43%</td>
</tr>
<tr>
<td>Denmark</td>
<td>0%</td>
<td>39%</td>
</tr>
<tr>
<td>Finland</td>
<td>0%</td>
<td>55%</td>
</tr>
<tr>
<td>France</td>
<td>0%</td>
<td>36%</td>
</tr>
<tr>
<td>Germany</td>
<td>0%</td>
<td>56%</td>
</tr>
<tr>
<td>Greece</td>
<td>1%</td>
<td>37%</td>
</tr>
<tr>
<td>Hungary</td>
<td>1%</td>
<td>40%</td>
</tr>
<tr>
<td>Ireland</td>
<td>0%</td>
<td>40%</td>
</tr>
<tr>
<td>Italy</td>
<td>0%</td>
<td>40%</td>
</tr>
<tr>
<td>Netherlands</td>
<td>1%</td>
<td>28%</td>
</tr>
<tr>
<td>Portugal</td>
<td>1%</td>
<td>23%</td>
</tr>
<tr>
<td>Slovenia</td>
<td>0%</td>
<td>45%</td>
</tr>
<tr>
<td>Spain</td>
<td>0%</td>
<td>33%</td>
</tr>
<tr>
<td>Sweden</td>
<td>0%</td>
<td>53%</td>
</tr>
<tr>
<td>Slovakia</td>
<td>1%</td>
<td>38%</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0%</td>
<td>26%</td>
</tr>
<tr>
<td>United States</td>
<td>0%</td>
<td>33%</td>
</tr>
<tr>
<td>EU14</td>
<td>0%</td>
<td>38%</td>
</tr>
<tr>
<td>CZ-HU-SI-SK</td>
<td>1%</td>
<td>42%</td>
</tr>
</tbody>
</table>

Source: INTAN-Invest and authors' elaborations on national accounts
2.4.2. Trends in tangible and intangible investment over the period 2000-2013

In this section we look at the dynamics of tangible and intangible investment across 18 European economies and the US over the period 2000-2013. Figure 4 shows that the average annual rate of growth of intangible investment in volume terms is negative in Greece, Italy and, marginally, in Finland. Sweden is the sole country where intangible capital accumulation is significantly less dynamic than tangible capital accumulation. In the US the average rate of growth of intangible investment is 2.6% per year over 2000-2013, while the rate of tangible investment is 1.0%. The European economies included in our analysis grow at a slower pace both in tangible and intangible investment. In the EU14, intangible investment increases by 2.0% per year while tangibles grow at the modest rate of 0.4% per year. In the NMS the patterns of growth of intangibles and tangibles is even more striking, with the former increasing at 1.2% per year and the latter decreasing by 0.5% per year.

Tangible investment was significantly affected by the financial crisis in all the sample economies (Figure 5). Between the periods 2000-2007 and 2010-2013 the GDP share of tangibles fell across all countries. The decline was stronger in the NMS (probably reflecting the fact that their catching-up process was taking place and that they were converging towards the EU14 levels), in three Mediterranean countries (Portugal, Greece and Spain) and in Denmark. In almost all the sample countries, tangible investment intensity decreased both during (2008-2009) and after the Great Recession (2010-2013).

In contrast, Figure 6 shows that the intangible investment rate in 2010-2013 increased compared to the pre-crisis period 2000-2007 in all countries but Germany and Italy (where it remained stable) and the UK where intangibles decreased. The UK is also the sole country where intangible intensity slowed down during the Great Recession. In Germany, Italy and Sweden intangible intensity remained stable while it increased in all the other economies.

Figure 4  Real tangible and intangible investment growth (chain linked volumes, compounded annual average rates of growth 2000-2013)

Source: INTAN-Invest and authors’ elaborations on national accounts
In the countries with a positive dynamic of intangible investment, the average annual rate of growth of intangible investment is positive in both the industry and service sectors (see Figure A3, in Appendix). Intangible capital accumulation is relatively faster in industry compared to services in Slovakia, Austria and, to a lesser extent, in the US. The negative rate of growth for Greece is entirely driven by the industry sector. Italy is the sole country showing a reduction of intangible capital accumulation both in industry and services. In the three sample areas intangible capital accumulation increased after the Great Recession compared to the pre-crisis period (2000-2007) in industry as well as in services (see Table A1, in Appendix).

**Figure 5**  Tangible investment (% GDP)

![Tangible investment (% GDP)](image_url)

**Source:** INTAN-Invest and authors’ elaborations on national accounts

**Figure 6**  Intangible investment (% GDP)

![Intangible investment (% GDP)](image_url)

**Source:** INTAN-Invest and authors’ elaborations on national accounts
2.4.3. Tangible and intangible investment during the crisis

The slowdown of gross fixed capital formation experienced by all advanced economies has been highly debated since the occurrence of the financial crisis. Figure 7, Figure 8 and Figure 9 illustrate the dynamics of tangible and intangible investment since 2000. In the US, tangibles grew strongly after 2002, fell sharply during the recession (by 24%) and then recovered slightly. Intangibles slowed down too (by 7%) but regained pre-crisis rates rapidly after the crisis. As a consequence the ratio between intangible and tangible investment increased during the recession, then came back to its mid-2000s level (Figure 7).

In Europe the picture looks rather different (Figure 8 and Figure 9). During the Great Recession in 2008-2009, the EU14 economies experienced a relatively lower decline in tangible investment compared to the US (-17%) while intangible investment decreased moderately (-2%). The four NMS showed a slightly smaller decline in tangible investment with respect to the EU14 and a marginally higher decline in intangible investment (-15% and -4% respectively).

Over the post-crisis period, the US and EU economies experienced different investment dynamics. In the US both tangible and intangible investments increased steadily. Intangible investment exceeded its pre-crisis level in 2011, and in 2013 it was 10% higher than in 2007 (and 18% higher than in 2009). Tangible investment grew even faster than intangibles and reached its pre-crisis level in 2013 (when it was 33% higher than in 2009). In the EU14 intangible investment recovered from the crisis level in 2010, but growing at a slower pace than in the US from 2011 to 2013 (when it was 6% higher than in 2009). Tangible investment increased briefly in 2010-2011 but slowed down immediately with the occurrence of the sovereign debt crisis of 2011-2012. In 2012-2013, tangible investment dropped once more (though less than in 2008-2009), showing in 2013 a level 15% lower than in 2007. In the NMS tangible assets followed a pattern similar to the pattern of the EU14 region. On the other hand, intangible investment increased substantially in 2010 and remained more or less stable until 2013 (when it was only 0.3% higher than before the crisis).

Figure 10 shows intangible investment in the five larger European economies. Over the period 2000-2007, the volume of investment in intangible assets increased by 50% in Spain, 25% in the UK, 20% in France, 8% in Germany and only 3% in Italy. The impact of the Great Recession was fairly strong in Italy and the UK but moderate in Spain, while in Germany and France intangible capital accumulation remained stable. After 2009 investment in intangible assets accelerated in France and the UK and in Germany but at a slower pace, while it remained almost constant in Spain. Italy is the sole country where investment in intangible assets declined continuously for the whole period 2008-2013. Over the years 2007-2013 investment in intangible assets in volume terms increased by 16% in France, 7% in the UK, 6% in Germany, and 1% in Spain, while it declined by 12% in Italy.

Finally, Figure 11 shows the intangible/tangible ratio for the five large EU economies. France and the UK record the largest ratio (with intangible investment higher than tangible over the whole period), with Italy and Germany further below. Spain shows the lowest value, but in 2013 it had almost completely converged with the German and Italian levels. In the five countries the ratio increased significantly during the Great Recession and reached higher levels in the following years. In 2013 the intangible/tangible ratio was about 20% higher than in 2000 in the UK, 25% in France, Germany and Italy and 75% in Spain.
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Figure 7  Tangible and intangible investment, US (chained values, 2007=100)

Source: INTAN-Invest and authors' elaborations on national accounts

Figure 8  Tangible and intangible investment, EU14 (chained values, 2007=100)

Source: INTAN-Invest and authors' elaborations on national accounts

Figure 9  Tangible and intangible investment, CZ-HU-SI-SK (chained values, 2007=100)

Source: INTAN-Invest and authors' elaborations on national accounts
2.5. Why intangibles are important

2.5.1. Intangibles and economic performance

The average intangible intensity (as a percentage of GDP) in 2000-2013 is positively correlated with GDP per head in 2013 (constant prices, constant PPPs). Likewise, the average ratio of intangible over tangible investment in 2000-2013 (see Figure A4 and Figure A5, in Appendix). These correlations suggest the existence of two groups of countries: low and high intangible intensive. The Mediterranean, Central and Eastern European countries are relatively low while the US, the Nordic countries, UK and France are high intangible intensive economies. Germany and Austria are relatively low intangible intensive but are among the countries with higher GDP per head.

Overall the countries that were more intangible intensive before the crisis (2000-2007) were less affected by the crisis or experienced a faster recovery (in 2013) (see Figure A6, in Appendix). The main exceptions are Slovakia (among the countries with the lowest intangible intensity but the country that has showed the fastest growth since 2007) and, to a lesser extent, Finland and Germany. In this respect,
the composition of total investment expenditure makes a material difference: there is a positive, although not very strong, correlation between the average ratio of intangible over tangible investment in 2000-2007 and the volume change of GDP from 2007 to 2013 (see Figure A7, in Appendix).

2.5.2. Sources of growth

The sources of growth exercise covers all 19 countries included in the descriptive analysis. To the best of our knowledge, this is the first attempt to provide an analysis of the sources of labour productivity growth that explicitly accounts for the contribution of tangible capital and an exhaustive list of intangible assets for so many European countries. The extended country coverage is not a free lunch. In fact, there is a trade-off between the number of countries and the number of years and variables that can be included in the analysis. Data availability does not allow us to account for the contribution of labour composition. Therefore, the measure of the residual component is the sum of the contributions of multi-factor productivity (MFP) and labour composition (LQ) to labour productivity growth. Moreover, we are not able to disentangle the contribution of tangible capital into the ICT and the non-ICT components. The analysis covers the period 2000-2013.

2.5.2.1. 2000-2013

From 2000 to 2013, labour productivity growth was by far the highest in the four new Member States and in Ireland (Table 5). Also the US and Sweden, Portugal and Austria showed relatively fast productivity growth. Among the larger European countries, the UK, France, Germany and Spain all showed positive rates of growth but well below the US, while productivity growth was slightly negative in Italy. Productivity slowed down significantly in Greece too, while in Denmark, the Netherlands and Belgium it was in line with the UK, France, Germany and Spain.

Capital deepening was the main driver of labour productivity growth in 8 out of 19 countries (FR, EL, HU, IE, PT, ES, SE, US), whereas MFP&LQ accounted for the largest part of labour productivity growth in only six countries (FI, DE, NL, SK, SI, UK) (Table 5 and Figure 12). Capital deepening and MFP&LQ provided a comparable contribution in Austria, Belgium, the Czech Republic, Sweden and Denmark.

Intangible capital emerges as an important source of labour productivity growth in almost all countries, the only exception being the countries that showed negative (Italy and Greece) or modest growth (Denmark).

The last three rows in Table 5 show the rate of growth for the US, EU14 and NMS (CZ-HU-SI-SK). In the US labour productivity growth is 1.8%, in the EU14 1% and in the NMS 3%. Intangible capital provided a relatively smaller contribution in the EU14 than in the US (0.3% against 0.6%) and the same holds for MFP&LQ. In the NMS intangible capital accounts for a similar contribution as in the EU14 while the contribution of tangible and MFP&LQ are significantly higher.
Table 5  Contributions to the growth of labour productivity in 18 European countries and the United States, 2000 to 2013

<table>
<thead>
<tr>
<th>Labour Productivity Growth</th>
<th>Contributions of components</th>
<th>Memo items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Capital deepening</td>
<td>Tangible Capital Deepening</td>
</tr>
<tr>
<td>AT</td>
<td>1.6</td>
<td>0.8</td>
</tr>
<tr>
<td>BE</td>
<td>1.2</td>
<td>0.6</td>
</tr>
<tr>
<td>CZ</td>
<td>2.9</td>
<td>1.5</td>
</tr>
<tr>
<td>DK</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>FI</td>
<td>1.2</td>
<td>0.4</td>
</tr>
<tr>
<td>FR</td>
<td>1.2</td>
<td>0.8</td>
</tr>
<tr>
<td>DE</td>
<td>1.1</td>
<td>0.4</td>
</tr>
<tr>
<td>EL</td>
<td>-0.2</td>
<td>1.5</td>
</tr>
<tr>
<td>HU</td>
<td>2.7</td>
<td>2.1</td>
</tr>
<tr>
<td>IE</td>
<td>2.5</td>
<td>2.9</td>
</tr>
<tr>
<td>IT</td>
<td>-0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>NL</td>
<td>1.0</td>
<td>0.3</td>
</tr>
<tr>
<td>PT</td>
<td>1.8</td>
<td>1.4</td>
</tr>
<tr>
<td>SK</td>
<td>4.0</td>
<td>0.4</td>
</tr>
<tr>
<td>SI</td>
<td>2.5</td>
<td>0.9</td>
</tr>
<tr>
<td>ES</td>
<td>0.8</td>
<td>1.3</td>
</tr>
<tr>
<td>SE</td>
<td>1.9</td>
<td>1.0</td>
</tr>
<tr>
<td>UK</td>
<td>1.2</td>
<td>0.5</td>
</tr>
<tr>
<td>US</td>
<td>1.8</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Memo items (value added weighted average)

| EU14 | 1.0 | 0.7 | 0.4 | 0.3 | 0.3 |
| CZ-HU-SI-SK | 3.0 | 1.4 | 1.1 | 0.3 | 1.6 |

Source:  INTAN-Invest and authors’ elaborations on national accounts

The dismal Italian performance with respect to the US is accounted for by the negative contribution of MFP&LQ and the negligible contribution of intangibles, while tangibles are in line with the US experience. As for Spain, the biggest issue is related to the negative dynamics of MFP&LQ and, to a lesser extent, to the gap in the contribution of intangible capital. Tangible capital provided a contribution of 1 percentage point, well above the contribution in the other five large EU economies. The slower productivity growth in Germany is almost entirely accounted for by the low propensity to accumulate intangible capital, while in France the gap with the US is driven by the lower MFP&LQ and intangible capital contribution. The UK is the sole large European economy where the gap with respect to
US is driven by the accumulation of both tangible and, to a lesser extent, intangible capital. The EU lagged behind the US in 2000-2013 mainly because of the relatively lower dynamic of intangible capital deepening and of MFP&LQ.

The bottom line in Table 5 is that, although intangible capital has been an important driver of growth in the EU14 countries excluding Greece, Italy, Denmark, and, to a lesser extent, Germany, the growth contribution of intangible capital is comparatively too small to catch up with the US.

A deeper look at the differences between the composition of intangible contributions in the US and in the EU economies reveals that in the US the three asset categories provided a high contribution. Within innovative property, the contribution of minerals and artistic originals seems particularly strong in the US, while R&D, design and new financial products accounted for a similar share in both areas. The high contribution of economic competencies in the US is driven by training (which is falling in Europe) and brand equity. On the other hand, organisational capital accounted for a larger share in the EU14 than in the US.

Figure 12 Contributions to the growth of labour productivity in 18 European countries and the United States, 2007-2013

Source: INTAN-Invest and authors’ elaborations on national accounts

Measurement errors might affect these results.
Table 6  Contributions of intangible assets to the growth of labour productivity in 18 European countries and the United States, 2000 to 2013

<table>
<thead>
<tr>
<th>Intangible Capital</th>
<th>Software</th>
<th>Innov. Prop</th>
<th>R&amp;D</th>
<th>Design</th>
<th>NFP</th>
<th>Min_Art</th>
<th>Econ Comp.</th>
<th>Brand</th>
<th>Org_Cap</th>
<th>Train</th>
</tr>
</thead>
<tbody>
<tr>
<td>AT</td>
<td>0.4</td>
<td>0.1</td>
<td>0.2</td>
<td>0.13</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.1</td>
<td>0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>BE</td>
<td>0.4</td>
<td>0.1</td>
<td>0.1</td>
<td>0.06</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.2</td>
<td>0.01</td>
<td>0.16</td>
</tr>
<tr>
<td>CZ</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.02</td>
<td>0.04</td>
<td>0.01</td>
<td>0.01</td>
<td>0.1</td>
<td>0.01</td>
<td>0.07</td>
</tr>
<tr>
<td>DK</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.06</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.0</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>FI</td>
<td>0.3</td>
<td>0.1</td>
<td>0.2</td>
<td>0.18</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.1</td>
<td>-0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>FR</td>
<td>0.4</td>
<td>0.1</td>
<td>0.2</td>
<td>0.08</td>
<td>0.05</td>
<td>0.01</td>
<td>0.02</td>
<td>0.1</td>
<td>0.02</td>
<td>0.06</td>
</tr>
<tr>
<td>DE</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.07</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.0</td>
<td>-0.03</td>
<td>0.05</td>
</tr>
<tr>
<td>EL</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.07</td>
<td>0.03</td>
<td>0.01</td>
<td>0.01</td>
<td>-0.1</td>
<td>-0.05</td>
<td>-0.02</td>
</tr>
<tr>
<td>HU</td>
<td>0.5</td>
<td>0.2</td>
<td>0.0</td>
<td>0.12</td>
<td>-0.05</td>
<td>0.01</td>
<td>-0.05</td>
<td>0.3</td>
<td>0.06</td>
<td>0.15</td>
</tr>
<tr>
<td>IE</td>
<td>1.0</td>
<td>0.1</td>
<td>0.7</td>
<td>0.75</td>
<td>-0.07</td>
<td>0.03</td>
<td>0.03</td>
<td>0.2</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>IT</td>
<td>0.1</td>
<td>0.0</td>
<td>0.1</td>
<td>0.06</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>0.0</td>
<td>-0.03</td>
<td>0.01</td>
</tr>
<tr>
<td>NL</td>
<td>0.3</td>
<td>0.1</td>
<td>0.1</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>0.1</td>
<td>0.00</td>
<td>0.12</td>
</tr>
<tr>
<td>PT</td>
<td>0.4</td>
<td>0.1</td>
<td>0.2</td>
<td>0.11</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.2</td>
<td>0.02</td>
<td>0.11</td>
</tr>
<tr>
<td>SK</td>
<td>0.3</td>
<td>0.0</td>
<td>0.1</td>
<td>0.01</td>
<td>0.05</td>
<td>0.00</td>
<td>0.03</td>
<td>0.2</td>
<td>0.10</td>
<td>0.06</td>
</tr>
<tr>
<td>SI</td>
<td>0.4</td>
<td>0.1</td>
<td>0.1</td>
<td>0.10</td>
<td>0.04</td>
<td>0.01</td>
<td>0.00</td>
<td>0.1</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>ES</td>
<td>0.3</td>
<td>0.1</td>
<td>0.2</td>
<td>0.10</td>
<td>0.04</td>
<td>0.01</td>
<td>0.02</td>
<td>0.1</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>SE</td>
<td>0.3</td>
<td>0.1</td>
<td>0.2</td>
<td>0.10</td>
<td>0.04</td>
<td>0.01</td>
<td>0.01</td>
<td>0.0</td>
<td>-0.04</td>
<td>0.09</td>
</tr>
<tr>
<td>UK</td>
<td>0.4</td>
<td>0.1</td>
<td>0.2</td>
<td>0.10</td>
<td>0.07</td>
<td>0.01</td>
<td>-0.02</td>
<td>0.1</td>
<td>0.00</td>
<td>0.19</td>
</tr>
<tr>
<td>US</td>
<td>0.6</td>
<td>0.2</td>
<td>0.3</td>
<td>0.12</td>
<td>0.05</td>
<td>0.02</td>
<td>0.13</td>
<td>0.2</td>
<td>0.05</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Memo items (value added weighted average)

| EU14              | 0.3      | 0.1         | 0.1 | 0.09   | 0.03| 0.01   | 0.01       | 0.1   | 0.00    | 0.07  | -0.01 |
| Cz-HU-SI-SK       | 0.3      | 0.1         | 0.1 | 0.05   | 0.02| 0.01   | -0.01      | 0.1   | 0.04    | 0.09  | 0.02  |

Source:  INTAN-Invest and authors' elaborations on national accounts

2.5.2.2. 2000-2007 and 2007-2013

Table 8 shows that in 2007-2013 labour productivity growth decelerated in nearly all countries compared to the 2000-2007 period, the only exceptions being Italy, Portugal, Ireland and Spain (which is the sole country where labour productivity accelerated considerably) (see also Figure A8, in Appendix).

As expected, the slowdown is driven mainly by the negative contribution of MFP&LQ. During the recession years, the measured contributions of capital and labour are distorted by swings in the rate of...
capital utilisation and effort that are not captured by the available measures of capital stocks and hours worked. Consequently MFP is to a large extent capturing the changes in labour productivity due to the fact that firms do not instantaneously reduce their inputs according to changes in output (e.g. due to labour market regulations, labour hoarding, and irreversibility of installed fixed capital).

The contribution of capital deepening significantly slowed down in Greece, the Czech Republic, and, to a lesser extent, Hungary, Slovenia, Sweden and the US. In Greece, Slovenia and Sweden the slowdown was almost entirely driven by the tangible component, while in the Czech Republic, Hungary and the US by both components. Finland and the UK are the only two countries where the contribution of the intangible capital component declined with respect to the previous period while that of the tangible one increased (Finland) or remained stable (UK).

Table 8 Contributions to the growth of labour productivity in 18 European countries and the United States, only national accounts intangibles, 2000 to 2013

<table>
<thead>
<tr>
<th>Labour Productivity Growth</th>
<th>Contributions of components</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Capital deepening</td>
</tr>
<tr>
<td>AT</td>
<td>1.6</td>
</tr>
<tr>
<td>BE</td>
<td>1.0</td>
</tr>
<tr>
<td>CZ</td>
<td>3.0</td>
</tr>
<tr>
<td>DK</td>
<td>0.7</td>
</tr>
<tr>
<td>FI</td>
<td>1.3</td>
</tr>
<tr>
<td>FR</td>
<td>1.1</td>
</tr>
<tr>
<td>DE</td>
<td>1.2</td>
</tr>
<tr>
<td>EL</td>
<td>-0.1</td>
</tr>
<tr>
<td>HU</td>
<td>2.7</td>
</tr>
<tr>
<td>IE</td>
<td>2.4</td>
</tr>
<tr>
<td>IT</td>
<td>0.0</td>
</tr>
<tr>
<td>NL</td>
<td>1.0</td>
</tr>
<tr>
<td>PT</td>
<td>1.8</td>
</tr>
<tr>
<td>SK</td>
<td>3.9</td>
</tr>
<tr>
<td>SI</td>
<td>2.4</td>
</tr>
<tr>
<td>ES</td>
<td>0.8</td>
</tr>
<tr>
<td>SE</td>
<td>2.0</td>
</tr>
<tr>
<td>UK</td>
<td>1.2</td>
</tr>
<tr>
<td>US</td>
<td>1.8</td>
</tr>
</tbody>
</table>

Memo items (value added weighted average)

<table>
<thead>
<tr>
<th></th>
<th>Capital deepening</th>
<th>Tangible Capital Deepening</th>
<th>Intangible Capital Deepening</th>
<th>MFP&amp;LQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU14</td>
<td>1.0</td>
<td>0.6</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>CZ-HU-SI-SK</td>
<td>3.0</td>
<td>1.3</td>
<td>1.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Source: Authors’ elaborations on national accounts
2.6. Drivers of investment in intangible assets

In the previous section we showed that the propensity to invest in intangible assets is positively correlated with some measures of economic performance (GDP per head and GDP growth since the beginning of the Great Recession) and that, in a growth accounting sense, intangible investment is an important driver of labour productivity growth. At this point, it is natural to ask why some countries appear to invest more in intangible investment than others. A comprehensive discussion of all the potential determinants of intangible investment is well beyond the scope of the paper. In this section we present a very preliminary analysis of the correlation between intangible investment and two elements that could potentially affect it: firm size, and product and labour market regulation.

2.6.1. Intangibles and firm size

The issue of the link between firm size and investment in intangible assets is surveyed by Arrighetti et al. (2014). Firm size is likely to have a positive impact on the propensity to invest in intangible assets for three reasons. Firstly, large firms are better able than small ones to exploit economies of scale in intangible asset accumulation (Dierickx and Cool, 1989). Secondly, big firms can be more effective in protecting their intangible stock than small ones, and thus have a greater incentive to invest. Thirdly, it may be argued that large firms are also capable of supporting a greater amount of the uncertainty that is associated with intangible asset investments as compared to small firms (Ghosal and Loungani, 2000). The (scant) empirical evidence on the link between firm size and intangible investment is consistent with the view that the propensity to invest in intangible assets is positively correlated with firm size. Arrighetti et al. (2014) show that in a sample of Italian manufacturing firms, size significantly increases the probability of being an intangible-intensive firm (where intangibles are measured as a subset of the costs usually reported under the item “intangible fixed assets” in firms’ financial statements). The NESTA survey “Investing in innovation” for the UK (Awano et al., 2010) finds that among firms that replied to the survey, large firms are more likely to report positive spending on one or more intangible assets than smaller firms, although for all intangible spend, intensity does not vary with size, so large firms, who have a higher overall spend, do not have larger intensity. Likewise, a recent study from the European Commission (2013) shows that the smaller the company, the more likely they are to have made no investment in intangible assets (either using internal resources or external providers). For instance, 39% of companies with 1-9 employees say they invested nothing using internal resources for organisational or business process improvement in 2011, compared to 8% of those with 250 or more. Although the empirical evidence on intangible investment is scant, there is a vast body of literature analysing the links between firm size and innovation (often measured as R&D expenditure). Here we only mention the results of the Community Innovation Survey 2008, which shows that large enterprises are more likely to introduce innovations than SMEs in almost all countries for which data are available (Eurostat, 2012).

To investigate this issue, we have calculated the cross-country correlation between intangible investment (measured both as a percentage of value added and as an intangible/tangible ratio) and the average firm size, measured as the share of persons employed in firms with more than 250 employees. Correlations are calculated by industry to control for different average firm size in various economic activities (see Table A2, in Appendix). Intangible intensity and the intangible to tangible ratio are positively correlated with the average firm size in 10 out of 11 industries, the only exception being “Water supply; sewerage, waste management and remediation activities” (where the correlation is negative but very close to zero). The correlation between intangible intensity and average firm size is higher than 0.2 in 8 out of 11 industries, while the correlation between intangible to tangible ratio and average firm size is higher than 0.2 in 9 out of 11 industries.
2.6.2. Intangibles and product and labour market regulation

The issue of the link between product market regulation (PMR) and investment and innovation is surveyed by Schiantarelli (2016) and we rely heavily on his work. Alesina et al. (2005) identify several ways in which product market regulation can affect investment. First, changes in regulation affect the markup of prices over marginal costs, because of their impact, for instance, on entry barriers and, hence, on the number of firms. Second, regulation can influence the costs that even existing firms face when expanding their productive capacity. Third, for certain sectors, regulation imposes a ceiling on the rate of return on capital that firms are allowed to earn; this leads firms to increase the level of capital stock beyond the profit-maximising level in order to obtain a greater total remuneration for capital. Removing the constraint on the rate of return (if binding) would, instead, reduce the desired capital stock and therefore investment. Finally, if product markets’ regulatory reforms occur together with privatisation (or nationalisation) policies, changes in ownership structure can also affect investment. Public enterprises are often heavy investors, either because of political mandates or because of incentives to over-expand on firms’ managers. Reduced investment by the public sector may therefore occur. Ultimately, which effect dominates is an empirical question. Alesina et al. (2005), in their empirical work, examine investment in non-manufacturing industries (e.g. energy, utilities, communication, and transport) in OECD countries that have experienced profound changes in their regulatory framework. The results suggest that reducing regulation has a significant and sizeable positive effect on the investment rate, particularly if the regulation affects barriers to entry.

Studies that focus on liberalisation episodes in specific sectors provide further evidence on the effect of product market regulation on investment. For instance, Schivardi and Viviano (2011) provide evidence on the relaxation of limits to the opening of large stores in Italy. The results suggest that reducing entry barriers stimulates investment in information and telecommunication technologies (which, in their data, also includes investment in computer software).

Contrasting forces may influence the effect of greater competition on innovation. On the one hand, innovation activity is primarily driven by the aim of achieving monopoly profits on new products or processes. If monopoly profits decrease as a result of regulatory reforms, the pace of innovation may likewise be reduced. Furthermore, monopoly profits help firms to accumulate enough funds to finance innovation. In fact, funds generated internally through retained profits are crucial given the presence of information asymmetries, which may make it costly or difficult to obtain external funds from financial markets for risky innovation activities that are difficult to evaluate. Indeed, in the early quality ladder endogenous growth models of Aghion and Howitt (1992) and Grossman and Helpman (1991) and in the product variety model of Romer (1990) a reduction in rents generated by regulatory changes would adversely affect the incentive to innovate. Nevertheless, in more recent models, incumbent firms also innovate (rather than just newcomers) (Aghion and Griffith, 2005). In these models, the difference between post and pre-innovation monopoly profits determines the incentive to innovate. Greater competition reduces both, but if the pre-innovation profits decrease more than the post-innovation profits, this fosters innovation. Essentially, competition stimulates innovation due to the threat of (or actual) entry of newcomers into a market, which provides incentives for incumbents to innovate in order to escape competition.

The issue of the effects of employment protection legislation (EPL) on productivity and investment is nicely surveyed by Bassanini, Nunziata, and Venn (2009), who make a number of points. First, the effects of EPL depend on how much they are offset by wage adjustments. If wages do not fully adjust to any costs that EPL might impose, then EPL can have real effects. Second, those effects can vary. If labour costs rise, then investment rises as labour gets more expensive. Against this, investment might fall if workers cannot commit to future wages and EPL strengthens the bargaining position of labour to extract any ex post rents from sunk capital (Grout, 1984). If intangible capital is more sunk relative to tangible capital, then investment in intangibles will fall more. The wage effect, however, might be moderated by (perhaps centralised) unions, who might find it easier to precommit, perhaps in national wage bargains. This is the story in the Sapir report (Aghion et al., 2003), suggesting that centralised German unions were useful in the long period of post-war tangible capital accumulation by Europe,
but might be much less useful now when intangible capital and experimentation are required. Finally, Bartelsman, Gautier, and de Wind (2011) suggest that experimentation with risky technologies might be lessened, so average productivity falls. The effects are likely to be analogous with product market regulation.

Finally, Ciriaci et al. (2016) show that product market regulation and employment protection legislation significantly affect the location decision of top R&D investors’ subsidiaries. When taken separately, the level of PMR has the greatest negative effect on companies’ location decisions, while EPL does not appear to play a significant role in such choices. When considering the interaction between PMR and EPL, results show that these two regulations exert a mutually reinforcing negative effect on the decision of top R&D investors about where to locate their subsidiaries.

The evidence from INTAN-Invest data is that countries with less stringent regulations in product and labour markets tend to have higher rates of investment in intangible assets and higher intangible to tangible investment ratios (see Figures A9 to A12, in Appendix). The negative relation between the propensity to invest in intangible assets and the level of product market regulation holds for all three major components of intangible assets (computer software and databases, innovative property and economic competencies) and for all three high-level economy-wide indicators of product market regulation (state control, barriers to entrepreneurship and barriers to trade and investment) (see Table A3, in Appendix).

2.6.3. Determinant of the intangible to tangible investment ratio

In this section we attempt to explore econometrically why some countries appear to invest more in intangible investment than others, allowing for more factors than just the regulatory factors set out above. The following points are worth noting.

First, there may be some “structural” reasons for this. For example, countries with more services might be more intangible-intensive. Or countries with more ICT intensity. Second, public sector R&D might be complementary to private sector intangible investment, and hence it might be that countries with more government-funded R&D are investing more. Third, the neo-classical explanation is that relative prices will determine relative investment, with relative prices particularly affected by the tax treatment of intangibles and tangibles.

Fourth, econometric estimation of investment equations has not often found it easy to find plausible price elasticities and discover the effects of e.g. liquidity constraints and the like. Part of this is that investment seems to be cyclical in ways that prices and adjustment costs have problems describing them, perhaps due to animal spirits and other unmeasureables. This suggests that we might proceed by exploring intangible investment relative to tangible investment, thereby sweeping out any common effects affecting investment “sentiment” that seem so hard to model. Thus we ran the following regression, where the dependent variable is the log of relative intangible to tangible real investment

\[ \ln\left(\frac{I_{INTAN}}{I_{TAN}}\right)_{c,t} = \alpha_1 \ln\left(\frac{P_{INTAN}}{P_{TAN}}\right)_{c,t} + \alpha_2 \text{STRICTNESS}_{c,t} + \alpha_3 \text{ICT\_INTEN}_{c,t} + \alpha_4 \text{share\_mfring}_{c,t} + \alpha_5 \left(\frac{\text{Gov\_R\&D}}{\text{GDP}}\right)_{c,t} + \lambda_t + \nu_{c,t} \]

and where the terms on the right are, respectively, relative investment price, the OECD index of employment strictness, the ratio of ICT capital rental payments to total tangible rental capital payments, the share of employment in manufacturing and the ratio of government-funded R&D to GDP. Each variable is at the country-year dimension, where for convenience the variables are all averages over the following four periods: 1997-1999, 2000-2003, 2004-2008 and 2011-2013. The equation also includes a constant and three time dummies and estimation is by random effects (we could not reject the hypothesis that the fixed effects were jointly zero). For this exercise we have data on 12 countries. The relative investment, prices and ICT intensity data are all for the private sector.
Column 1 in Table 9 shows the results. The relative price term is correctly signed and significant, showing a strong relative price effect. It would be preferable to incorporate tax adjustment factors for intangibles and tangibles, but at the time of writing we do not have them. Turning to the second and third rows, countries with higher ICT intensity and lower manufacturing shares are associated with higher relative intangible investment, in line with the view that intangibles are complementary to ICT and that the intangible to tangible ratio is higher in the service sector. The OECD strictness index is strongly negatively correlated with relative intangible investment, in line with the graphs in the Appendix. Finally, countries with more government R&D have high relative intangible investment, in line with the view that such public investment is complementary to private intangible investment.

The rest of Table 9 explores robustness. Column 2 replaces employment strictness with product market regulation and finds, again, a negative and statistically significant association. Column 3 puts them together, but they would seem too collinear (i.e. countries that tend to have a lower level of product market regulation also tend to have a lower level of employment protection and vice versa) to get a strong relation with both.

Table 9  Intangible/tangible regression, 12 countries, 1997 to 2013

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) Employ Strict</th>
<th>(2) Prod mkt reg</th>
<th>(3) Both</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln(Pi_INTAN/Pi_TAN)</td>
<td>-1.149***</td>
<td>-0.986***</td>
<td>-1.106***</td>
</tr>
<tr>
<td></td>
<td>(0.342)</td>
<td>(0.314)</td>
<td>(0.323)</td>
</tr>
<tr>
<td>ICT_INTEN</td>
<td>0.169</td>
<td>0.356</td>
<td>-0.276</td>
</tr>
<tr>
<td></td>
<td>(1.602)</td>
<td>(1.605)</td>
<td>(1.661)</td>
</tr>
<tr>
<td>sh_mfring</td>
<td>-0.629</td>
<td>-1.594</td>
<td>-0.979</td>
</tr>
<tr>
<td></td>
<td>(0.945)</td>
<td>(1.347)</td>
<td>(1.075)</td>
</tr>
<tr>
<td>STRICTNESS</td>
<td>-0.435***</td>
<td>-0.404***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.137)</td>
<td>(0.145)</td>
<td></td>
</tr>
<tr>
<td>PROD MKT REG</td>
<td></td>
<td>-0.204**</td>
<td>-0.130</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.103)</td>
<td>(0.126)</td>
</tr>
<tr>
<td>Gov R&amp;D/GDP</td>
<td>75.552***</td>
<td>77.251***</td>
<td>68.335***</td>
</tr>
<tr>
<td></td>
<td>(26.499)</td>
<td>(27.001)</td>
<td>(26.192)</td>
</tr>
</tbody>
</table>

Observations 48  48  48
Countries 12  12  12
R2 0.518 0.527 0.550

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
2.7. Conclusions and policy implications

Summing up from the descriptive analysis reported in section 4 we can identify the following stylised facts. First, from 2000 to 2013 average intangible intensity (% GDP) in the US (8.8%) was higher than in the EU14 (7.2%) and in the four new Member States included in our analysis (6.4%). In the US investment in intangible assets outpaced tangible capital accumulation, while in the EU regions it is the opposite. Within the EU14 countries the propensity for investing in intangibles varies considerably with Scandinavian, Northern European (Denmark, Finland, Ireland, Sweden and the UK) and non-German-speaking continental European countries (France, the Netherlands and Belgium) characterised by relatively high intangible shares of GDP. On the other hand, the Mediterranean and German-speaking countries are relatively more tangible-intensive economies.

In all the sample economies, intangible investments are more dynamic than tangibles. Greece, Italy and marginally Finland are an exception because they experienced a slowdown of intangible capital accumulation (even if less pronounced than the downturn of tangible capital accumulation). The Great Recession had a differentiated effect on tangible and intangible investment: tangibles fell massively during the crisis and have hardly recovered, whereas intangible investment has been relatively resilient and recovered fast in the US but lagged behind in the EU.

In the previous sections we have shown that intangible intensity and the intangible to tangible ratio are positively correlated with the level of GDP per head and negatively associated with the financial shock of the Great Recession (measured as the ratio of chained GDP in 2013 to the value in 2007).

The sources of growth analysis first support the evidence that intangible capital deepening is an important driver of growth in 2000-2013 in the US and in the EU14 countries with the exception of Greece, Italy, Denmark, and, to a lesser extent, Germany. These results are sensitive to the extension of the national account asset boundary to the CHS list of intangibles. Once all intangible assets are capitalised capital deepening remains a relevant driver of growth but with a more prominent contribution of intangible capital. Sources of growth results suggest that since the Great Recession labour productivity slowdown has been driven primarily by TFP.

Our preliminary analysis of the drivers of investment in intangible assets shows that countries with higher average firm size and less stringent regulations in product and labour markets have a higher intangible investment rate and higher intangible to tangible investment ratio. The econometric analysis on a subset of countries reveals a significant correlation between having stricter employment protection rules and less government investment in R&D, such as in the Mediterranean countries, and a lower ratio of intangible to tangible investment (controlling for other factors).

Our findings suggest that intangible investment is a key policy variable. A relevant characteristic of intangible capital is that it is growth-promoting (Corrado, Haskel, and Jona-Lasinio, 2014) thus potentially contributing to reducing the growth gap between the EU and the US. Therefore policies designed to foster innovation and to make the economic environment more conducive to investment in intangible assets should adopt a view of innovation that is broader than R&D. In fact, our growth accounting results show that the investment gap between the EU14 and the US is more related to the lower contributions of computer software and databases, artistic originals, mineral exploration, brand and training than to the contribution of R&D.

Finally, the very preliminary evidence presented in this paper on the drivers of intangible investment is consistent with the view that economic policies should target SMEs, focus on maintaining well-functioning product and labour markets and guarantee an appropriate level of government investment in R&D. Additional research is needed to validate our preliminary findings. The next steps will be to refine our econometric analysis extending the number of countries, including additional explanatory variables and exploiting the industry dimension of INTAN-Invest 2016.
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The EIB Investment Survey: a preview

Chapter at a glance

The purpose of this chapter is to give a foretaste of the results of the new EIB Group Survey on Investment and Investment Finance (EIBIS). Using preliminary data available for seven countries (Finland, Germany, Greece, Italy, Portugal, Slovenia, and the UK), it presents summary statistics and some first explorative analyses of these data.

Investment activities in 2015 varied significantly across countries and sectors. While the share of firms investing was similar (72%), there were substantial cross-country/cross-sector differences in terms of firms’ investment outlays per employee. The highest investment intensities were reported in Finland, Germany and Slovenia as well as in the infrastructure sector.

Regarding firms’ outlook for investment in 2016, we find evidence of a continuing strong investment performance in Germany and Slovenia, as well as (weak) signs of a recovery in Greece and Portugal. Firms in the infrastructure sector, on the other hand, anticipate a sharp investment slowdown in 2016.

16% of firms state that their investment activities in the last three years were below needs, while only 4% report having invested too much. Firms in Portugal, Greece, Slovenia and the UK are the most likely to report that their investment activities in the last three years were below needs – something which we show is strongly (negatively) correlated with both the share of firms’ equipment that is self-reported as state-of-the-art and that of their building stock that meets high energy efficiency standards.

Uncertainty is seen as the most important short-term barrier to investment in all countries apart from Germany. Firms report that the political and regulatory climate negatively affects their ability to carry out planned investments. Firms are more divided on the impact of the overall economic climate, while sector-specific business prospects and the availability of finance are seen more positively.

In terms of longer-term barriers to investment, uncertainty tops the list (cited by 67% of firms), followed by the lack of skilled workers (the leading obstacle in Germany) and business regulation (particularly in Greece, Italy and Portugal).

With regard to investment finance, the data confirms firms’ strong reliance on internal sources (70% on average) and bank loans (60% of external finance on average). What is more, the data suggests that firms on average have little desire to change their financing mix. If anything, they tend to want more of the external finance types that they already heavily use, including bank lending and leasing.

Finance-constrained firms are most prevalent in Greece (22%), Portugal (11%), Italy (12%) and Slovenia (15%). To the extent that such finance constraints are driven by weak bank balance sheets, we show that – for the southern countries – this weakness tends to be passed through primarily by means of shorter maturities and lower amounts granted. Interestingly, the costs of funding or collateral requirements tend to vary much less with the weakness of lender balance sheets. Finance constraints tend to be negatively correlated with firm productivity, but this relationship breaks down with regard to firms that have recorded a loss in the last financial year.
3.1. Introduction

Being able to track changes in business investment, identify investment needs and understand the constraints that hold back investment is vital for effective policy-making to support growth and job creation across Europe. The annual EIB Group Survey on Investment and Investment Finance (EIBIS) is a new initiative that will help address this challenge.

EIBIS is an EU-wide survey that gathers qualitative and quantitative information on investment activities by both SMEs and larger corporates, their financing requirements and the difficulties they face. The survey is intended to improve our understanding of the needs, opportunities and constraints faced by businesses. It will be used to inform policy dialogue on the drivers and barriers to investment and to refine the support for investment provided by the EIB.

The main module of the survey involves interviews with 12,000 SMEs and larger corporates. It collects data on firm characteristics and performance, past investment activities and future plans, sources of finance (including firm-bank relationships), and challenges that businesses face. The module is designed to be representative across different sectors, firm sizes and all 28 EU Member States. Furthermore, it is designed to build a panel of enterprise data that enables the analysis of investment and business environment trends over time. More details on the design of EIBIS are to be found in the appendix.

The purpose of this chapter is to give a foretaste of what the survey will be able to deliver. It uses the first set of data available, covering Finland, Germany, Greece, Italy, Portugal, Slovenia, and the UK, the countries where fieldwork is complete at the time of writing. Nonetheless, these data, and any conclusions drawn from them, should still be seen as provisional.

The following is divided into two parts. The first provides summary statistics on firms’ self-reported investment activity, plans, priorities and needs, as well as the short and long-term drivers of their investment decisions. The second examines how firms finance investment, whether they are finance-constrained, and their satisfaction with the financing conditions they are able to obtain. In each section we present some simple preliminary analyses to explore questions arising from the data: How do short-term drivers affect the type of investment firms prioritise? How does the size of the investment gap reported by firms relate to the quality of their capital stock? How does banks’ balance sheet health pass through to firms’ investment financing? Do firms want a different finance mix? Is investment finance directed to the most productive firms? Two boxes examine the impact of the UK’s decision to leave the EU, and the calculation of firm-level total factor productivity.

3.2. Investment activity, outlook and drivers

3.2.1. Investment activity

72% of firms invested in 2015, with Finland, Germany, Slovenia and the UK pulling up the average. The median investment outlay of firms was EUR 2,100 per employee. Investment performance in Finland, Germany, Slovenia and the UK clearly outpaced that in Greece, Italy and Portugal in 2015. The first group showed both a higher share of firms with positive investment spending and higher investment outlays per employee. That is, in 2015, there were not only relatively more firms investing in Finland, Germany, Slovenia and the UK than in Greece, Italy and Portugal but those firms also tended to spend relatively more on their investment activities. If we take into account that capital inputs tend to
be more expensive in Finland, Germany and the UK than in Greece, Portugal, or Slovenia, the differences in investment outlays per employee become somewhat less pronounced (with the notable exception of Slovenia, which stands out even more after the adjustment); yet the overall picture – with one group of countries outpacing the other in terms of investment activities – remains unchanged.

**Figure 1** Firm investment activity

![Graph showing firm investment activity across different sectors and firm sizes.]

**Base:** All firms (excluding don’t know/refused responses). The columns indicate the proportion of firms that have invested (at least EUR 500 per employee) in the last financial year. The red dash line indicates the value of the investment intensity. It is defined as the median of investment relative to the number of employees of investing firms. The green diamond adjusts firms’ investment intensity using Eurostat capital input PPPs.

Unsurprisingly, the infrastructure sector leads in terms of investment outlays per employee. The share of firms investing was relatively similar across sectors (coming in at around 75% in all cases in 2015). The main difference was firms’ investment intensity: firms active in the typically capital-intensive infrastructure sector invested, on average, four times more than firms in the service and construction sectors and three times more than firms active in the manufacturing sector. This can be explained, at least in part, by differences in capital intensity across sectors.4

Investment activities are correlated with size, with micro firms investing least per employee. The share of firms investing increases with firm size. While in 2015, 66% of micro firms recorded positive investment outlays, the same is true for 87% of large firms. The difference between micro and large is even more pronounced if we focus on investment intensity: while the median investment outlay of SMEs amounted to some EUR 2,600 per employee in 2015, large firms spent more than twice as much (that is, approximately EUR 5,700 per employee). This discrepancy between smaller companies and larger ones is particularly pronounced in countries with a challenging investment environment. For example, while the difference in median investment outlays of small and large firms in Italy was nearly 100% in 2015, the same difference in Germany amounted to less than 50%.5

More productive firms tend to invest more. A simple regression analysis of firms’ investment intensity on their total factor productivity (controlling for country, sector, size, and age as well as differences in firms’ levels of capacity utilisation) shows a positive and statistically significant correlation between the

---

4 Differences in the relative importance of capital-intensive industries can also explain some of the cross-country differences.

5 The same holds true for firms in Portugal or Slovenia and also the UK; the only exception is Greece, where investment outlays are fairly depressed even for larger companies.
two variables. While more productive firms tend to invest more in all countries, the extent to which this is true varies: we find a relatively strong link between the two variables in Finland, Italy and Slovenia and a relatively weak one in Portugal and the UK – raising the question of what factors determine whether a (productive) firm can pursue its investment aspirations or not. (We explore the role of finance in this context in Box 4. A much more profound analysis of this question is provided in Chapter 6 of this publication).

Figure 2 Firm investment by type

The breakdown of investments by type largely reflects expected differences between sectors. Firms’ investments are largely concentrated in machinery and equipment, which make up on average 42% of all investment outlays. This share is higher in capital-intensive sectors (such as infrastructure and construction). Investments in software, data, IT networks and website activities constitute the second most important area of firms’ investment activities (19%). In particular, service sector firms in Greece allocate a large share of their investment outlays to the modernisation of their businesses (on average 50% of investment outlays). The average share of investment in training activities is driven primarily by micro firms, whereas investments in land, business buildings and infrastructure play a more important role for larger firms. Investments in organisation and business process improvements play an important role primarily among firms in those countries which show an, on average, somewhat weaker investment climate (that is, in particular, Greece, Italy and Portugal).

We estimate a linear regression model of firms’ investment outlays over the number of employees on their total factor productivity (see Box 1 for more details on TFP) plus a set of control variables. The control variables include a dummy indicating whether a firm produces at or above maximum capacity and a set of dummies at the country, sector, size and age level. We winsorize our dependent variable at the 98% level in order to reduce the impact of outliers.
Box 1 Firms’ Total Factor Productivity

The EIBIS data allows us to estimate firms’ total factor productivity, which is a fairly comprehensive measure of how effective firms are in converting inputs into outputs (taking into account both their labour inputs and their capital stock). To facilitate interpretation, all estimates are indexed (100 corresponds to the seven-country average). The figure shows that Finnish firms lead the pack (with a total factor productivity index of 128), followed by German firms (107), and firms located in the UK (104) and Italy (99). From a sectorial perspective, on average, manufacturing firms outperform those active in services, infrastructure and construction.

Figure 3 Total Factor Productivity Distribution; indexed to 100 for seven-country average

Base: Total factor productivity is estimated by regressing firms’ value added (defined as their wage bill plus profits) on their number of employees and total fixed assets. We estimate this regression for each sector grouping separately (that is, manufacturing, construction, services and infrastructure) and control in each case for country differences (by including a set of country dummies in our regression).

A high level of within-group dispersion of total factor productivity prohibits reading too much into these results. This is true in particular for firms active in Portugal or services: the productivity level of the first firm falling into the top decile in Portugal is about seven times higher than that of the last firm falling into the bottom decile of Finnish firms. In the service sector, the difference between these two firms is also about seven times. This suggests that enormous within-country and sector differences exist in productivity levels.
3.2.2. Investment outlook for 2016

For 2016, the survey results suggest a modest improvement in investment activity in our seven countries (vis-à-vis 2015). 31% of firms expect to expand their investment activities; 40% expect them to remain the same; and 29% expect a contraction in investment activities vis-à-vis the previous year. On balance, therefore, the share of firms with a positive investment outlook slightly outweighs the share of firms with a negative one (+2%).

**Figure 4**  Firms’ investment outlook

![Firms’ investment outlook chart](image)

*Base: All firms (excluding don’t know/refused responses). Data is derived from two questions: firms that had invested in the last financial year were asked if they expected to invest more, around the same amount or less than last year; firms that had not invested in the last financial year were asked if they had already invested, or expected to invest in the current year.*

**Figure 5**  Firms’ investment outlook. Share of positive views minus share of negative views

![Firms’ investment outlook chart](image)

*Base: All firms (excluding don’t know/refused responses). Data is derived from two questions: firms that had invested in the last financial year were asked if they expected to invest more, around the same amount or less than last year; firms that had not invested in the last financial year were asked if they had already invested, or expected to invest in the current year.*
Figure 6  Investment cycle diagram. Quadrants are based on EU average

Base: All firms (excluding don’t know/refused responses). The horizontal axis reports the share of firms investing (more than EUR 500) in the last financial year. The vertical axis reports the net balance for the investment outlook of 2016 (share of positive views minus share of negative views).

Investment performance is strong in Germany and Slovenia, with signs of recovery in Greece and Portugal. Firms in Germany and – to a lesser extent – Slovenia are notably most positive about their investment outlook (with net balances of +6.5% and +2%, respectively). With a relatively strong investment performance in 2015 already, this suggests that these two countries are in a sustained investment upswing. Firms in Greece and Portugal, on the other hand, are more aptly characterised as entering, or about to enter, an investment upswing, with a poor investment performance in 2015 but a positive share of firms anticipating increasing investment activities in 2016 (+8% and +1%).

Investment in Finland and the UK may be in for a contraction, and is yet to bottom out in Italy. Investment in Finnish and UK firms appears likely to contract in 2016 after a strong investment performance in 2015. They anticipate, on balance, weaker investment activities in 2016 (-5%; -2%, respectively). Firms in Italy remain in a relative investment slump: even after a year of low investment activities, firms do not expect an uptick in their investment activities in 2016. On the contrary, more firms expect to further reduce their investment activities than expect an expansion (-2.5%).

Figure 7  Firms’ investment outlook for the infrastructure sector. Share of positive views minus share of negative views.

Base: All firms in the infrastructure sector (excluding don’t know/refused responses). Data is derived from two questions: firms that had invested in the last financial year were asked if they expected to invest more, around the same amount or less than last year; firms that had not invested in the last financial year were asked if they had already invested, or expected to invest in the current year.
Firms in the infrastructure sector are signaling a sharp investment downturn. On balance, firms active in the transport, energy, water and ICT sub-sectors (here summarised as the “infrastructure” sector) report that 2016 will see much weaker investment activities, after a strong investment performance in 2015. While part of this may be due to the nature of investment – where years with high investment activity in a sector are often followed by years with somewhat lower investment activity – the fairly consensual view of firms in the infrastructure sector across countries (with the notable exception of Portugal) suggests that more global factors may be at work.

Figure 8  Firms’ investment outlook for the manufacturing sector. Share of positive views minus share of negative views.

Base:  All firms in the manufacturing sector (excluding don’t know/refused responses). Data is derived from two questions: firms that had invested in the last financial year were asked if they expect to invest more, around the same amount or less than last year; firms that had not invested in the last financial year were asked if they had already invested, or expect to invest in the current year.

Firms in manufacturing and services tend to be more positive about investment activities in 2016. However, while this is a positive signal, it would be premature to expect a strong stimulus from this. In particular in the manufacturing sector, the positive outlook is strongest among firms in Greece and Portugal, which start from relatively low levels of investment, suggesting that an expansion of their investment activities will most probably entail only a modest expansion of overall investment outlays. In addition, manufacturing firms across all countries see as their main investment priority for the coming years investment in replacement of existing buildings and machinery and in new products and processes (see below). Both of these items are associated with relatively low investment outlays.

3.2.3. Types of investment prioritised by firms

Replacement investments are the main priority for the next three years. Across all countries, firms tend to name replacement of existing buildings, machinery, equipment and IT as their principal investment priority for the coming years. About 40% of all firms in our sample name replacement as their most important area of investment. This is followed by about 20% of firms reporting investments in new products or processes as their investment priority, and another 20% of firms seeing their investment priority as capacity expansion.
21% of firms expect no significant investment activities over the next three years. The share of firms expecting no investment activities in the next three years is relatively high in Portugal, Italy and Greece (between 25% and 30% of firms indicating no desire to invest). Interestingly, a substantial share of firms in the UK is also fairly conservative with respect to their longer-term investment activities (27%). On average half of all firms that have no investment plans for the next three years did not invest in the last financial year. Turning this around, this means that for about 40% of firms that did not invest in the last financial year, there is no improvement in sight; and, thus, investment is glued to the ground.

The purpose of investment can be related to the intensity of investment. A simple regression analysis shows that – all else being equal – firms’ investment outlays (per employee) tend to decrease as more of firms’ investment goes into the replacement of existing buildings, machinery, equipment and IT. It tends to increase modestly as firms start to pay more attention to investments in the development or introduction of new products, processes or services, and increases substantially as firms focus (relatively) more of their investment activities on capacity expansion. The general prioritisation of replacement investments for the coming three years, therefore, does not necessarily bode well for overall investment outlays.

---

7 We estimate a linear regression model of firms’ investment outlays over the number of employees on the share of their investment that goes into capacity expansion, replacement, and new products and services, respectively, plus a set of control variables. The control variables include a dummy indicating whether a firm produces at or above maximum capacity and a set of control dummies at the country, sector, size and age level. We winsorize our dependent variable at the 98% level in order to reduce the impact of outliers.
The intensity of investment by firms is correlated with the main purpose of investment, as described above. The prioritisation of the replacement of existing buildings, machinery, equipment and IT tends to be associated with lower investment outlays (per employee). Investment intensity increases modestly when priority is given to the development of new products, processes or services, and substantially as firms focus (relatively) more of their investment activities on capacity expansion.

Firms’ investment priorities are, in turn, very sensitive to their perceptions of the business outlook in their specific sector. This can be shown by regressing firms’ share of investment that goes into i) capacity expansion; ii) replacement of existing buildings, machinery, equipment and IT; and iii) the development or introduction of new products, processes or services, each on their perception of sector-specific business prospects, the overall economic climate and a series of controls (see Appendix). This shows that capacity expansion and investment in new products and processes tend to decrease in relative importance as firms’ business outlook worsens while the share of investment going into the replacement of existing buildings and machinery increases.

This suggests a clear substitution pattern in firms’ investment activities, away from capacity expansion and innovation and towards replacement, as firms’ business outlook worsens. Investments in capacity expansion may be particularly sensitive to firms’ business outlook because they are often fairly lumpy (and thus large scale), much more so than more continuous investments needed to replace existing buildings, machinery, equipment and IT, for example. Similarly, the high risk of investments in new products and processes means that firms are often only willing to carry them out if they are reasonably confident that the market situation will allow them to deal with potential setbacks – making this type of investment (again) much more sensitive to firms’ business outlook than replacement investments. This implies that it may be optimistic to expect firms to “innovate themselves out of a crisis”; innovation appears to be more likely as a response to a positive sector outlook, than to a negative one.

### 3.2.4. Investment needs

On balance, firms consider their past investment activities to have been too low. Looking back at their investment activities over the past three years, 16% of firms state that their investment activities were too low to ensure the success of their business going forward; 80% state that their investments were in line with needs; and 4% state that their investment activities exceeded needs. The balance between those that consider their past investment activities to have been too high and those that consider them too low is therefore negative (-12%).
This perceived investment gap is largest in Portugal, Greece, Slovenia and the UK. With a net balance of -5% and -6%, the investment gap is smallest in Finland and Germany. Despite a good investment performance in 2015, firms in Slovenia still report a fairly large investment gap (-25%) suggesting that they see a (continued) need to catch up after a relatively weak post-crisis investment performance. Firms in Greece and Portugal are in a similar situation (to firms in Slovenia): on the one hand, they tend to report a relatively large (self-perceived) investment gap (-28% and -20%, respectively); on the other, they hold a fairly positive investment outlook (giving hope for a narrowing of their investment gap over the coming years). Things look less promising for firms in the UK and Italy, where a large share of firms report an investment gap (-15% and -12%, respectively) and a fairly negative investment outlook at the same time.
Firms reporting an investment gap are not necessarily concerned about the “quantity” of their capital stock. This is most evident for firms in Greece and Slovenia, which often report an investment gap yet tend to show low levels of capacity utilisation. The result is borne out also by a more detailed analysis: regressing whether firms report an investment gap on their level of capacity utilisation, we find no significant relationship between having a high level of capacity utilisation and reporting an investment gap – neither in aggregate, nor within individual countries, sectors or size classes. On the contrary, what we find is that firms reporting low levels of capacity utilisation tend to be more likely to report an investment gap. What this suggests is that firms in our seven countries tend to be more concerned about the “quality” of their capital stock when reporting an investment gap than its “quantity” (see Box 2 for more details on this point).

Figure 12  Share of firms operating at or above full capacity

Base: All firms (excluding don’t know/refused responses). Q. In the last financial year, was your company operating at its maximum capacity attainable under normal conditions?

The “quality” of capital assets varies strongly across countries but not across sectors and firm size classes. Another way of looking at the question of whether firms have invested enough in the past years is by examining the “quality” of the capital stock. EIBIS includes two questions which aim to provide insights into this: the first asks firms to state the share of their machinery and equipment that is “state-of-the-art” (which is further specified as meaning “cutting edge” or “developed from the most recent ideas or methods”). The second asks them to state the portion of their commercial building stock that meets high or the highest energy efficiency standards. The two figures show a strong country dimension when it comes to the quality of firms’ capital stock: while there are relatively modest differences in the share of state-of-the-art machinery and energy efficiency across sectors and firm size classes, the two measures tend to vary substantially across countries. For example, the average reported share of firms’ state-of-the-art machinery and equipment is almost twice as high in Germany than in Portugal, or in Greece compared to the UK. Such findings may be related to structural differences between economies: the results for Greece, for instance, are driven primarily by small service firms that may understand “state-of-the-art” in a different context to firms elsewhere in higher technology sectors. Cross-country energy efficiency differences may also relate to differences in the standards set by regulation.

---

8 We estimate a linear regression model of whether firms report an investment gap on a set of dummies capturing their level of capacity utilisation plus a set of control variables. The control variables include a series of dummies at the country, sector, size and age level.
Figure 13  Firms' average share of state-of-the-art machinery and equipment

![Bar chart showing firms' average share of state-of-the-art machinery and equipment across different European countries and sectors.

Base: All firms (excluding don't know/refused responses). Q. What proportion, if any, of your machinery and equipment, including ICT, would you say is state-of-the-art?

Firms reporting an investment gap tend to report a lower “quality” of their capital assets. Looking at the correlation between whether or not firms report an investment gap and their share of state-of-the-art machinery and equipment / their share of commercial building stock that meets high energy efficiency standards, we find a high level of inter-dependency: that is, firms with an investment gap tend to report significantly lower levels of state-of-the-art machinery and equipment as well as energy efficient buildings stock. This suggests that if firms report an investment gap, what they are often concerned about is the “quality” of their capital stock (Box 2 provides a more detailed analysis on this question).

Figure 14  Firms' average share of energy efficient commercial building stock (self-reported)

![Bar chart showing firms' average share of energy efficient commercial building stock across different European countries and sectors.

Base: All firms (excluding don't know/refused responses). Q. What proportion, if any, of your commercial building stock meets high or the highest energy efficiency standards?
Box 3  

**How does the size of the investment gap reported by firms relate to the quality of their capital stock?**

Two questions in EIBIS provide information about the “quality” of firms’ capital stock in terms of technological standards: the questions on the proportion of machinery and equipment that is state-of-the-art, and on the proportion of the building stock that meets high energy efficiency standards. These data can be compared with those on the “investment gap”, i.e. on whether they now consider their investment over the last three years to have been excessive or too low (see Appendix).

This analysis reveals that perceived investment gaps are closely (and negatively) correlated with firms’ use of state-of-the-art equipment and machinery. To disentangle the relationship between firms’ share of state-of-the art machinery and equipment and their self-reported investment gap from other (confounding) factors, we regress firms’ share of state-of-the-art machinery and equipment on whether or not they believe their investment in the past few years was below needs (plus a series of control variables).

We find that a (self-perceived) investment gap is associated with a significantly lower share of state-of-the art machinery and equipment, all else being equal. We also find a much stronger negative correlation between firms’ reported investment gap and their share of state-of-the-art machinery and equipment among firms that have experienced a longer or more pronounced investment downswing (than others), such as firms in the UK, Greece and Portugal. This suggests that sub-optimal investment levels may have started to erode firms’ capital stock. A similar argument can be made for the share of firms’ commercial building stock that meets high energy efficiency standards.

### 3.2.5. Short-term investment drivers

The political and regulatory climate negatively affects the ability of firms to carry out planned investments. This holds across all countries, with the share of firms considering this factor to have a negative effect clearly outweighing the share considering it to be a positive force. This unanimity also holds across different sector groupings and size classes. The sector most affected is the infrastructure sector (33%) – and therein in particular micro and small firms. This is intuitive insofar as the infrastructure sector tends to be more heavily influenced by regulation (e.g. utilities) and policy decisions (e.g. feed-in tariffs for renewable energy firms).

**Figure 15  Short-term drivers of investment by country (net balance)**

![Graph showing short-term drivers of investment by country](image)

**Base:** Firms which plan to invest (excluding don’t know/refused responses). Q. How do each of the following affect your ability to carry out your planned investment? Does it affect it positively or negatively, or make no difference at all?
### 3.2.6. Long-term barriers to investment

**Uncertainty is the most significant obstacle across all countries except Germany.** EIBIS also asks firms about more structural obstacles to investment in their countries of operation. Each of the issues raised was reported to be a minor or major obstacle by at least 22% of firms on aggregate. The issue reported most frequently is “uncertainty”: overall 67% of firms named this as an obstacle to their investment activities. This is followed by lack of skilled labour (62%) and business regulation (60%). Access to finance follows in 6th place (49%) after high energy costs (55%). Important cross-country, sector and size class

---

9 Curiously, the contribution that firms attribute to the availability of external finance does not correspond necessarily with other metrics related to access to finance. This apparent contradiction may reflect the fact that the question on finance constraints is asked of all firms, while the question on short-term drivers only focuses on firms that plan to invest. It may be that in countries with easier financing conditions, such as Germany, more firms plan to invest, and to plan ambitiously, than in other countries, so that these firms may actually encounter more finance difficulties in the realisation of these plans.
differences exist for these factors. In the following, we highlight some of these differences with regard to the four issues most frequently considered to be obstacles: uncertainty, lack of skills, and business regulation. Availability of finance will be discussed in more detail in the following section.

**Figure 17**  Firms’ barriers to investment. Share of firms considering a factor to be a barrier.

Uncertainty is most frequently regarded as an obstacle in Greece (+97%), Italy (+93%), Portugal (+87%) and Finland (+81%). In Germany (44%) and the UK (64%) the shares of firms that consider uncertainty to be an obstacle is lowest; for the UK this is particularly interesting as the EIBIS fieldwork was carried out after the UK’s referendum on EU membership (for more details on the link between firms’ investment outlook following the referendum see Box 4).

A lot of the uncertainty that firms report appears to be related to national rather than global developments. This is reflected in the fact that country differences tend to predominate over sector
differences. For example, the highest share of firms naming uncertainty as a barrier to investment is in the Greek construction sector, followed by the Greek infrastructure, service and manufacturing sectors in that order. Subsequently, we find the Italian construction sector, followed by the Italian manufacturing, infrastructure and service sectors. The chain of sectors continues in this manner, with sectors within each country tracking each other very closely in their responses.

Unavailability of skilled staff is considered to be an obstacle by more than half of firms – except in Greece. The fact that firms in Greece are relatively unconcerned about the availability of skilled labour for their investment activities is unsurprising given the still very high levels of unemployment (23%) and youth unemployment (50%) in the country. At the same time, this result is somewhat comforting insofar as prolonged periods of high unemployment often translate into skill mismatches (as unemployed workers start losing their skills and the most skilled tend to leave the country (see, for example, Pissarides, 1992), which does not (yet) seem to be the case at a level that affects firms’ investment activities.

Figure 19  Firms’ barriers to investment. Lack of skilled labour. Share of firms considering it to be a barrier.

Lack of skilled labour is more of an issue for larger firms and firms active in manufacturing and construction. The situation is most tense among medium-sized and large construction companies in Finland and manufacturing firms in the UK (where employers traditionally have to compete for talent with the high tech sector and financial sector, respectively).

Lack of skilled staff is the most severe barrier to investment in Germany. 64% of firms there regard this as an obstacle. There are likely to be various drivers at work: most importantly, Germany is very close to full employment, generally considered to be the case when the unemployment rate hits 4-6% in industrialised countries. In addition, due to demographic changes, Germany’s overall workforce may have begun to shrink already. Over the next few years, this trend is expected to continue and lead to a decrease in the workforce by as much as 16% by 2030 (putting further pressure on employers to secure talent early). Some German companies are reported to be capitalising on weakness around Europe to hire foreign staff, although employers say that language and other issues limit their ability to fill the gap this way.10

There are significant cross-country differences in firms’ perceptions of business regulation. On the one hand, firms in Greece, Italy and Portugal perceive business regulation to be the most important

barrier to investment (after uncertainty); on the other hand firms in Germany, Finland, and the UK are much more benign about business regulation. In Germany less than half of all firms consider business regulation to be an issue; in Finland and the UK, this share is just over 50% (at 55% and 56%, respectively). Firms in Slovenia fall somewhere between the two camps. The highest shares of firms considering business regulation to be an obstacle are reported in the Greek infrastructure sector (92% of all firms), the Greek services sector (87%), the manufacturing and construction sectors (84%), followed by the Portuguese infrastructure sector (83%), the Italian services sector (81%) and the Italian construction sector (79%). At the other end of the spectrum are the German (37% of firms) and Finnish services sectors (51%).

Figure 20  Firms' barriers to investment. Business regulation. Share of firms considering it to be a barrier.

---

11 The correlation between uncertainty and business regulation is relatively mild at 0.4
Box 4  Brexit and Firm Investment

EIBIS asked firms how the UK’s exit from the European Union is likely to affect their investment activities in the coming year.

Given the time sensitivity of the question, the results from this question were updated with the arrival of new data for 14 countries. All interviews took place between July and October 2016; that is, the months directly following the referendum.

Most firms in our sample reported that they do not expect the outcome of the Brexit referendum to affect their investment activities in a significant way (81% of firms). This may partially reflect the fact that for many firms, investment decisions depend mostly on domestic economic activity and/or exports to other EU countries, which they do not expect to suffer much from the outcome of the referendum. In part, the results may reflect the fact that the outcome of the referendum has brought no immediate change to the relationship between the UK and the European Union so far.

Figure 21  Effect of Brexit referendum on investment activities

A small – but noteworthy – share of firms (11%) expects the outcome of the referendum to have a negative effect on their investment activities. A still smaller share of firms expects the Brexit referendum to have a positive impact (approximately 3% of all firms in our sample).

In general, countries with a high share of “negatives” either tend to also have a relatively high share of “positives” (and uncertainty), indicating that, in countries with strong trade links, there are winners and losers from the Brexit referendum, or tend to fall into the group of countries with significant economic headwinds. Ireland, Cyprus and Malta can be placed in the first category; Greece, Portugal and Finland in the second.

Firms in the UK are most divided on the likely effect of the referendum outcome: both the share of firms expecting a negative effect from the EU referendum and the share of firms expecting a positive effect are among the highest for the UK. About 24% of UK firms expect a negative effect; 8% of firms – primarily micro firms – expect a positive effect.
Figure 22  Effect of Brexit referendum on investment activities: difference between the share of firms expecting a positive effect and the share of firms expecting a negative effect.

The balance between positive and negative expectations is generally tilted towards negative responses. This is most pronounced for Ireland and Malta (with net balances between positive and negative answers of -39% and -35%, respectively). Firms in Greece (-21%), Portugal (-18%) and a lesser extent Spain (-11%) are, on balance, also fairly concerned about possible negative effects of the outcome of the Brexit referendum on their investment activities. The net balance is least negative in Croatia (0%), Germany (-3%), and Austria (-4%).

From a sectorial point of view, manufacturing firms are among those that are most concerned about the potential negative effects of the outcome of the Brexit referendum. The share of manufacturing firms expecting a negative effect of the Brexit vote clearly outweighs the share of firms expecting a positive effect (-13% on balance). This reflects the stronger export orientation of manufacturers and their generally closer integration into global value chains compared to firms active in other industries.

3.3. Investment finance

3.3.1. Firms’ use of internal versus external financing

Firms tend to finance their investment predominantly through internal sources. While internal funds or retained earnings such as cash or profits account for more than two thirds of total investment of the average firm (70%), a considerable contribution is also made by external sources (29%). A small part of the investment capital is sourced through intra-group funding such as loans from a parent company (1%); this is most used among larger companies (where intra-group funding accounts for, on average, 5% of total firm funding). The fact that firms meet the bulk of their financing needs through internal sources is not particular to firms in our sample, but rather a general characteristic of firms’ financing mixes (see, for instance, Damodaran, 2014).
Italian firms use most external finance; Greek and UK firms the least. The large cross-country variation in the breakdown of investment finance between internal and external sources suggests a strong country dimension in firms’ financing mix. With an average share of around 43%, Italian firms champion reliance on external financing compared to other firms in our sample, while Greek firms almost exclusively resort to their internal sources of funds (11%). The low share of external financing in Greece is most likely a reflection of the country’s tight credit conditions and the attempt of Greek lenders to deleverage and reduce risk exposure. External investment financing by Portuguese and Finnish firms is close to average and smaller for firms domiciled in Germany (25%), Slovakia (21%) and the United Kingdom (16%).

Businesses in infrastructure and manufacturing have a higher external financing share. Investments by businesses active in infrastructure are on average more heavily financed through external sources than those active in the other sectors. This might be related to the fact that these businesses are larger on average (infrastructure: 58 employees) and more capital intensive, which is likely to make it easier for them to come up with the required collateral and to access external financing sources. Larger firms rely more heavily on external financing than do smaller firms (large: 34% vs micro: 26%).

3.3.2. External sources of investment finance

Bank loans are the main external financing source, while capital markets are rarely used. Bank loans account for almost two thirds of firms’ external financing (60%) on average. Leasing or hire purchases as well as other types of bank finance, such as overdrafts and other credit lines, are also used to a considerable extent (18% and 10% respectively). This might reflect firms’ reluctance to take on risk, and preference for more flexible financing products, in an economic climate with an uncertain outlook. Capital markets, both equity and debt, are used by an extremely small proportion of firms, making up on average only 0.1% and 0.4% of external finance. Grants including from public sources account for on average around 2% of firms’ external financing (ranging from 0.1% in Germany to 7% in Finland and 9% in Greece).

12 See graph on dissatisfaction with collateral constraints: lowest dissatisfaction
13 See graph on credit constraints: lowest share of credit-constrained firms.
While the UK stands out as less bank-based, Greece is notable for social network-sourced loans. The predominance of bank loans is especially striking in Germany and Portugal (approximately 75% of external financing), dwarfing other external financing sources. With the exception of firms resident in the United Kingdom (23%), which rely more heavily on other banking products such as overdrafts and other credit lines (22%) and leasing or hire purchases (31%), bank loans make up more than 40% of external investment finance in the other countries. This is consistent with the literature characterising the United Kingdom as a less bank-based economy and thus as the main exception compared to other EU economies (see Allen et al., 2005). Firms in Greece obtain external investment financing to an important extent through grants (9%) and loans from family, friends or business partners (15%).

The predominance of bank loans over other external financing instruments is independent of the firms’ business area; it is, however, most pronounced in the service and manufacturing sectors (69% and 60%, respectively). Leasing and hire purchases are used to a large extent in the infrastructure sector (37%).

### 3.3.3. Finance-constrained firms

**10% of firms are finance-constrained.** The extent to which firms finance their investment externally is not an outcome of firms’ decisions alone, but depends crucially on the willingness of lenders and equity investors to supply funds. In particular, about 10% of firms can be classified as finance-constrained. These are firms that were rejected when seeking finance, received less than asked for, or did not seek external finance because they thought that the borrowing costs would be too high or that they would be turned down anyway.

**Finance-constrained firms are more frequent in crisis-hit countries.** Unsurprisingly, a high proportion of Greek firms are finance-constrained following the above definition (about 22%). This reflects tight supply of capital presumably due to bank deleveraging and increased risk aversion among lenders. Also, in the most crisis-hit countries such as Italy and Portugal, but also in Slovenia, access to investment finance is hampered for a considerable proportion of firms (about 15%). Finance is relatively accessible for UK firms, and even more so for German and Finnish firms.

---

14 There is a 20% share of “other” in Greece. This will be analysed separately.
Small and micro firms are more likely to be finance-constrained, as are service sector firms. The prevalence of finance-constrained service sector firms could be linked to the fact that collateral demands are more difficult to meet in less capital-intensive sectors. Interestingly, medium-sized firms (50 – 250 employees) find it easier to obtain external financing than larger as well as smaller firms. While for larger firms this might be driven by the higher volume of capital demanded, for small firms this is most probably linked to their higher risk profile and the fact that relatively high fixed costs make them unattractive for many lenders.

Box 5   Is investment finance directed to the most productive firms?

An efficient allocation of resources requires that capital flows into the most productive investment opportunities. Theoretically, the efficient allocation of capital is supported by a return distribution over investment opportunities that incentivises the flow of resources to the most productive firms. Therefore, more productive firms should face fewer difficulties when trying to mobilise external financing than is the case for less productive firms. However, in times of ongoing tense economic and social conditions in Europe, it is possible that the allocation of financial resources is driven by additional motives that lead to a decoupling of firm-level fundamentals (such as total factor productivity) and access to finance.

For instance, and as suggested in the literature, lenders and equity investors might be reluctant to realise losses and turn a blind eye to fundamentals of firms demanding credit (such as productivity) in order to improve their balance sheet performance measures. Alternatively, lending decisions of external finance providers can be largely driven by increased risk aversion dominating other considerations than firms’ bottom line. This disconnect of fundamentals from fundamentals is often seen as an important risk factor for future growth prospects (for a more detailed discussion of this, see Chapter 6).

Using the EIBIS data we try to shed some light on this question (see Appendix). This preliminary analysis investigates how a firm’s probability of being finance-constrained relates to its total factor productivity (estimated using sector-by-sector OLS regressions with country dummies). Moreover, we explore how this relation differs for firms in distress from firms in better conditions.
We find that more productive firms are generally less likely to face finance constraints, suggesting that lenders and equity investors on average screen firms well and channel resources into more productive investment alternatives. However, looking separately at firms making a profit and firms making a loss reveals that external finance providers seem to turn a blind eye to the productivity of those firms realising a loss. In particular, while for profitable firms higher total factor productivity reduces the likelihood of being finance-constrained, the effect is positive though not significant for firms realising a loss. While this finding should not be overstated, it nonetheless suggests that external financing is less sensitive to a firm’s productivity when the firm is in distress and therefore misallocation of external financing should be further investigated.

3.3.4. Satisfaction with external financing

The amount of finance obtained is often considered sub-optimal among service firms and micro firms. About 6% of all firms that succeeded in obtaining external finance did not obtain as much as they would have liked. This average roughly corresponds to the shares in Germany, Italy and the UK. A higher share of firms in Greece (11%) and a lower proportion of firms in Finland, Slovenia and especially Portugal face difficulties raising enough funds from external financing sources. Shortages of external financing volume are most pronounced in the service sector (14% of firms dissatisfied) and especially among micro firms.

Figure 26  Satisfaction with external finance. Amount obtained.

The cost of external financing is particular issue for firms in Greece, Slovenia, Italy and Portugal. Although satisfaction with the costs of external financing is generally lower than that with the other dimensions of external financing obtained, the majority of firms that obtained finance (~71%) still judge the cost of external funds to be satisfactory. This suggests that external financing costs are generally low, reflecting the pass-through of ultra-expansionary monetary policy measures put in place by the ECB to boost inflation to target. Nonetheless, 15% of firms are dissatisfied with the cost of external funds obtained. External financing costs seem especially coercive in Slovenia, Italy, Portugal and Greece (about 20% of dissatisfied firms) and pose a particular problem in the service sector and for micro firms (5-10 employees).
Loan maturity is generally less of an issue, except for clients of weaker banks. The maturity of external financing instruments seems generally well adjusted to the needs of firms: 87% of firms are satisfied with the length of time over which funds need to be repaid. The exception to this overall picture is Greek firms, which seem to face major difficulties raising capital over longer horizons – which is likely to impede their capacity to invest in long-term projects (approximately 28% of firms are dissatisfied with the maturity of their external funds). This is true to a lesser, but still considerable, extent for Portuguese firms (9.4%). Although maturities are not a major source of dissatisfaction on aggregate, this is nonetheless a channel through which banks may pass on stresses to the real economy. We examine this link below.
Collateral requirements are seen as a problem by a more significant share of firms (16%). The collateral required by external sources of funding is problematic for an important share of firms. In contrast to the other external financing conditions, it seems to be more or less uniformly difficult for firms to come up with the required collateral regardless of their location, with the exception of firms located in the UK where collateral demands seem to be more easily met and the external financing mix is less tilted towards bank loans. The high proportion of firms facing difficulties providing sufficient collateral might reflect the increased risk aversion of lenders and their subsequent substantial demands for security. Large firms and infrastructure companies are less concerned with collateral required, which is probably related to the fact that the infrastructure sector is more capital intensive than the other sectors and large firms dispose of more assets that they can utilise.

**Figure 29**  Satisfaction with external finance. Collateral required.

The vast majority of firms in our sample report satisfaction with their external financing mix (85%). A rebalancing of external financing instruments seems to be desired by some firms located in Italy (6%) and Greece (4%). Meanwhile, the type of external financing obtained seems to be the least well-adjusted to the construction sector, where 6% of firms are dissatisfied with the type of their external financing instrument.
Box 6  How does banks’ balance sheet health pass through to firms’ investment financing?

Financial sector problems transmit to the real sector through the credit channel. If credit from banks freezes or is not sufficiently adjusted to the individual firm conditions, business activity and firms’ investment decisions are crucially affected. It is likely that the fragility of banks has an impact on the terms of the loan. For instance, banks might restore the quality of their asset through higher collateral requirements, lending more short term or tightening credit volume. The transmission of financial shocks to the real economy is the subject of a large and growing body of literature spurred by the financial crisis, but is often constrained to a more aggregated level (for a review of the literature, see Chapter 6).

Through the unique EIBIS data, it is possible to observe firm-bank pairs formed by their financial contracts and thereby link the financial conditions of banks directly to firms. In the following, we explore how the fragility of banks that gave the last or current loan impacts firms’ satisfaction with the terms of their financial contract with their bank. In particular, we regress the level of a firm’s satisfaction on the ratio of non-performing loans over total loans outstanding of the contracting bank.

We find that banking fragility seems not to transmit to the real sector in the northern (or less crisis-hit) European countries of our sample (Finland, Germany, United Kingdom), whereas there is a significant impact on firms’ satisfaction with their external financing terms in the south (Greece, Italy, Portugal, Slovenia). It seems that fragile banks seek to restore their asset quality predominantly by restricting the amount of the loan, and most of all the maturity of loans disbursed, which implies higher levels of dissatisfaction of financed firms.
3.3.5. External finance types that firms want to play a more prominent role

Firms appear to want little change in their external financing mix on average. Despite the fact that bank loans already figure as the number one external financing source in firms’ current external financing mix, an even more prominent role of bank loans is the external financing scenario most desired by firms across countries, sectors and size classes (65% in aggregate). Second place in the list of external instruments for financing investment is taken by leasing or hire purchases (17%) across countries, sectors and size classes with the exception of Greece, where a high demand for overdrafts (21%) seems to reflect the need for more flexible bank financing. However, the strong desire to increase the role of leasing and hire purchases also suggests that firms (still) try to outsource risk in the face of a highly uncertain economic outlook and future demand for products and services. Firms remain very reluctant to shift their external financing mix more towards capital markets: in aggregate, only 1.8% of firms wish newly issued equity to increase in importance, and bond issuance is planned as a future source of capital by only 0.5% of firms. The reason for this might be the high share of small and medium-sized firms, which find it difficult to pay the fixed costs of raising funds on the capital markets. Consistent with this view is the higher share of large firms that name bond issuance and new equity as sources of funds that should play a larger role in the financing mix.

**Figure 31** Type of finance that firms would like to play a more prominent role in their financing mix.

---

**Base:** All firms that used external finance in the last financial year (excluding don’t know/refused responses). Q.: If you were to seek finance over the next three years, which type of finance would you want to play a more prominent role in your financing mix?

---

15 There is also a 20% share of “other” in Greece. This will be analysed separately once we have a translation for the verbatim responses to this question.
3.4. Conclusion

This chapter has provided a snapshot of some of the information gathered by the new EIB Group Survey on Investment and Investment Finance (EIBIS). Although the data presented here are still provisional and cover only the seven countries in which fieldwork was first completed, they provide a wealth of indications about the status of investment and investment financing by firms in Europe. Some of the main conclusions are as follows:

Investment activities in 2015 varied significantly across countries and sectors. While the share of firms investing was similar (72%), there were substantial cross-country/cross-sector differences in terms of firms’ investment intensity. The highest investment intensities were reported in Finland, Germany and Slovenia as well as in the infrastructure sector.

Regarding firms’ outlook for investment in 2016, we found evidence of a continuing strong investment performance in Germany and Slovenia, as well as (weak) signs of a recovery in Greece and Portugal. Firms in the infrastructure sector, on the other hand, anticipate a sharp investment slowdown in 2016.

16% of firms state that their investment activities in the last three years were below needs, while only 4% report having invested too much. Firms in Portugal, Greece, Slovenia and the UK are the most likely to report that their investment activities in the last three years were below needs – something which we show is strongly (negatively) correlated with the share of firms’ equipment that is self-reported as state-of-the-art.

Uncertainty is seen as the most important short-term barrier to investment in all countries apart from Germany. Firms report that the political and regulatory climate negatively affects their ability to carry out planned investments. Firms are more divided on the impact of the overall economic climate, while sector-specific business prospects and the availability of finance are seen more positively.

In terms of longer-term barriers to investment, uncertainty tops the list (cited by 67% of firms), followed by the lack of skilled workers (the leading obstacle in Germany) and business regulation (particularly in Greece, Italy and Portugal).

With regard to investment finance, the data confirms firms’ strong reliance on internal sources (70% on average) and bank loans (60% of external finance on average). What is more, the data suggests that
firms on average have little desire to change their financing mix. If anything, they tend to want more of the external finance types that they already heavily use, including bank lending and leasing.

Finance-constrained firms are most prevalent in Greece (22%), Portugal (11%), Italy (12%) and Slovenia (15%). To the extent that such finance constraints are driven by weak bank balance sheets, we show that – for the southern countries – this weakness tends to be passed through primarily by means of shorter maturities and lower amounts granted. Interestingly, the costs of funding or collateral requirements tend to vary much less with the weakness of lender balance sheets. Finance constraints tend to be negatively correlated with firm productivity, but this relationship breaks down with regard to firms that have recorded a loss in the last financial year.
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Technical Appendix

Survey Background

EIBIS data collection is expected to take place in three annual waves: the first has taken place in 2016 already; the second and third waves are scheduled for 2017 and 2018. In all three waves, the survey consists of a General Module and an Online Follow-up.

The General Module will collect cross-sectional and time-series data on investment and investment finance decisions. The Online Follow-up will comprise each year a discrete choice experiment to test pairs of hypothetical financing offers. The idea is to thereby elicit firm preferences with respect to different finance characteristics (such as interest, maturity, seniority, repayment schedule) and to quantify the trade-offs between them.

Fieldwork for the first wave of the General Module and its Follow-up started in July/August 2016 (depending on the country) and continued until October 2016 in most countries. The survey was carried out by telephone.

Sampling methodology

The sample for the General Module represents non-financial enterprises in the 28 EU Member States, in NACE categories C to J with a minimum of five employees. Eligible respondents were senior persons with responsibility for investment decisions and how these are financed. This person could be the owner, a Finance Manager, the Finance Director or Head of Accounts, the Chief Financial Officer (CFO) or the Chief Executive Officer (CEO).

The Bureau van Dijk ORBIS dataset was used as a sampling frame in all countries. The ORBIS database is a commercial dataset, which contains administrative and financial data on 130 million firms worldwide. Using it as a sampling frame has the advantage that it allows survey responses to be matched with respondents’ (current and past) balance sheet information and information from their income statement.

In the choice of sampling frames for different countries, this had to be weighted against ORBIS coverage (vis-à-vis alternative sampling frames): a detailed review prior to fieldwork showed that in 20 out of the 28 EU Member States ORBIS provides the broadest coverage of the target population. In the other cases, the difference from the best alternative was deemed sufficiently small that – for the sake of comparability across countries and the additional information contained in ORBIS – it was still the best option for this initiative.

---

16 The sampling targeted head offices; branches were filtered out of the sample frame, but any branches or sites were not screened out in the interview.
17 Includes: C. manufacturing; D. electricity, gas, steam and air conditioning supply; E. water supply; sewerage, waste management and remediation activities; F. construction; G. wholesale and retail trade; repair of motor vehicles and motorcycles; H. transportation and storage; I. accommodation and food service activities; and J. information and communication.
18 This included freelancers working regularly for a company. Full-time and part-time employees were counted as one employee. Employees working less than 12 hours per week were excluded.
19 Survey respondents were asked during the interview process to give their consent to matching their survey answers to their firm’s balance sheet information. The matching was done by a service provider (outside of the EIB) before anonymisation.
20 These include: AT; HR; DK; FR; DE; FI; NL; and the UK.
21 Given that ORBIS does not include telephone numbers for 30% of the survey population, an exhaustive telephone number search was undertaken using Dun & Bradstreet.
Sample size targets: General Module and Weighting

The target sample sizes for the 2016 General Module Survey were as per the table below:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AT</td>
<td>475</td>
<td>CY</td>
<td>150</td>
<td>ES</td>
<td>475</td>
<td>PL</td>
<td>475</td>
<td>HU</td>
<td>475</td>
</tr>
<tr>
<td>BE</td>
<td>475</td>
<td>CZ</td>
<td>475</td>
<td>FI</td>
<td>475</td>
<td>PT</td>
<td>475</td>
<td>SL</td>
<td>400</td>
</tr>
<tr>
<td>BG</td>
<td>475</td>
<td>DE</td>
<td>600</td>
<td>LU</td>
<td>150</td>
<td>RO</td>
<td>475</td>
<td>SK</td>
<td>400</td>
</tr>
<tr>
<td>IE</td>
<td>400</td>
<td>DK</td>
<td>475</td>
<td>LV</td>
<td>400</td>
<td>SE</td>
<td>475</td>
<td>UK</td>
<td>600</td>
</tr>
<tr>
<td>IT</td>
<td>600</td>
<td>EE</td>
<td>400</td>
<td>MT</td>
<td>150</td>
<td>FR</td>
<td>600</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LT</td>
<td>400</td>
<td>EL</td>
<td>400</td>
<td>NL</td>
<td>475</td>
<td>HR</td>
<td>475</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Quotas (sample size targets) were set within each EU Member State for four industry groupings: (i) manufacturing – NACE C; (ii) services – NACE G & I & J; (iii) construction – NACE F; and (iv) infrastructure – NACE D & E & H; and four size classes: (i) micro (5-9 employees); (ii) small (10-49 employees); (iii) medium (50-249 employees); and (iv) large (250+ employees). Wherever country sample sizes allowed, the quotas were set to achieve a minimum sample size of around 100 interviews in each group.

Post stratification weighting was used in order to correct for any over sampling and under sampling.

Regression Analyses

How do short-term drivers affect the type of investment firms prioritise? (Box 2)

We estimate a linear regression model of firms’ investment share by purpose on whether they judge their business outlook and general economic outlook to be neutral or negative, respectively plus a set of control variables. The control variables include a dummy indicating whether a firm produces at or above maximum capacity and a set of control dummies at the country, sector, size and age level.

Let $y$ denote a firm’s share of investment for a particular purpose (capacity expansion, replacement, innovation), business prospect$^2$ and $^3$ dummy variables taking a value of 1 if the firm judges its sector-specific business outlook to be neutral or negative; overall economic climate$^2$ and $^3$ dummy variables if the firm judges the overall economic climate to be neutral or negative; $x$ a dummy variable of a firm operating at or above maximum capacity and $\gamma_i$ a set of dummy variables at level $i \in \{\text{country}, \text{size}, \text{sector}, \text{age}\}$.

$$y = \beta_0 + \beta_1 \text{business outlook}^2 + \beta_2 \text{business outlook}^3 + \beta_3 \text{general outlook}^2 + \beta_4 \text{general outlook}^3$$

$$+ \beta_5 x + \gamma_{\text{country}} + \gamma_{\text{sector}} + \gamma_{\text{size}} + \gamma_{\text{age}} + u$$

We estimate the above equation by means of Ordinary Least Squares.
Table 1 shows the results:

**Table 2** Regression of the share of firms’ investment for each purpose on sector prospects and economic climate (plus controls)

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>Q18 - A. Replacing existing buildings machinery equipment and IT</th>
<th>Q18 - B. Expanding capacity for existing products/services</th>
<th>Q18 - C. Developing or introducing new products processes or services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q23 - C. Business prospects specific to your sector or industry = 2, Make no difference to the ability to carry out planned investment</td>
<td>4.989**</td>
<td>-2.007</td>
<td>-2.912**</td>
</tr>
<tr>
<td></td>
<td>(1.993)</td>
<td>(1.538)</td>
<td>(1.378)</td>
</tr>
<tr>
<td>Q23 - C. Business prospects specific to your sector or industry = 3, Negatively affect the ability to carry out planned investment</td>
<td>5.177*</td>
<td>-5.371**</td>
<td>-0.333</td>
</tr>
<tr>
<td></td>
<td>(2.756)</td>
<td>(2.126)</td>
<td>(1.904)</td>
</tr>
<tr>
<td>Q23 - D. Overall economic climate = 2, Make no difference to the ability to carry out planned investment</td>
<td>-2.288</td>
<td>0.825</td>
<td>0.834</td>
</tr>
<tr>
<td></td>
<td>(2.130)</td>
<td>(1.643)</td>
<td>(1.472)</td>
</tr>
<tr>
<td>Q23 - D. Overall economic climate = 3, Negatively affect the ability to carry out planned investment</td>
<td>-0.255</td>
<td>-0.0718</td>
<td>0.222</td>
</tr>
<tr>
<td></td>
<td>(2.208)</td>
<td>(1.703)</td>
<td>(1.526)</td>
</tr>
<tr>
<td>Control variables</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Country of the firm</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sector of the firm</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size class of firm</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age class of firm</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level of capacity utilisation</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>2,156</td>
<td>2,156</td>
<td>2,156</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.048</td>
<td>0.038</td>
<td>0.044</td>
</tr>
</tbody>
</table>

Notes: Standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1

Table 2 shows that a change in firms’ (sector-specific) business prospects from positive to negative tends to reduce the share of investment in capacity expansion by an even larger 5 percentage points (or 15%); a shift from a positive to neutral business prospects reduces the share of investment in new products or processes by 3 percentage points (or 6%); while it increases the share of investment going into the replacement of existing buildings, machinery and equipment by 3 percentage points (or 11%). Interestingly, it is primarily the perceived sector prospects that seem to matter for firms’ investment decisions, and much less so firms’ perceptions of the general economic climate.
How does the size of the investment gap reported by firms relate to the quality of their capital stock? (Box 3)

We estimate a linear regression model of firms’ share of machinery and equipment that is state-of-the-art on whether they report an investment gap (i.e. investments below needs) plus a set of control variables. The control variables include a dummy indicating if a firm produces at or above maximum capacity and a set of control dummies at the country, sector, size and age level.

Let $y$ denote a firm’s share of machinery and equipment that is state-of-the-art, investment gap a variable equal to 1 if the firm judges its past investments below needs, $x$ a dummy variable of a firm operating at or above maximum capacity and $\gamma_i$ a set of dummy variables at level $i \in \{\text{country}, \text{size}, \text{sector}, \text{age}\}$.

$$y = \beta_0 + \beta_1 \text{investment gap} + \beta_2 x + \gamma_{\text{country}} + \gamma_{\text{sector}} + \gamma_{\text{size}} + \gamma_{\text{age}} + u$$

We estimate the above equation by means of Ordinary Least Squares.

Table 3 shows the results:

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>[Q39 &amp; Q40] - Proportion of state-of-the-art machinery and equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investment Gap</td>
<td>-11.80***</td>
</tr>
<tr>
<td>(1.377)</td>
<td></td>
</tr>
<tr>
<td>Control variables</td>
<td></td>
</tr>
<tr>
<td>Country of the firm</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector of the firm</td>
<td>Yes</td>
</tr>
<tr>
<td>Size class of firm</td>
<td>Yes</td>
</tr>
<tr>
<td>Age class of firm</td>
<td>Yes</td>
</tr>
<tr>
<td>Level of capacity utilisation</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>3,082</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.209</td>
</tr>
</tbody>
</table>

Notes: Standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1

The table shows that firms with a self-perceived investment gap tend to report – on average and all else being equal – a share of state-of-the-art machinery and equipment that is some 12 percentage points (or 24%) lower than firms without an investment gap. That is, all else being equal, a (self-perceived) investment gap is associated with a significantly lower share of state-of-the-art machinery and equipment.

Can we conclude from this that an investment gap ultimately affects the quality of firms’ capital stock? No, we cannot. However, the fact that firms that experienced a longer or more pronounced investment downswing (than others), such as firms in the UK, Greece and Portugal, tend to show a much stronger negative correlation between reporting an investment gap and the share of state-of-the-art machinery and equipment, is an indication in this direction.

Using an expectation maximisation algorithm, we can show that there are two distinct groups of firms in our dataset: one which shows a negative, but moderate, relationship between firms’ self-perceived investment gap and their share of state-of-the-art machinery and equipment; and one with a much stronger relationship between the two variables (the result of this is shown in Table 4 below).22

---

22 It shows that for the first group a (self-reported) investment gap tends to be associated with a 2.5 percentage points lower share of state-of-the-art machinery and equipment. For the second group – which is the one with firms reporting no or very low levels of investment, located in countries and sectors most affected by the crisis – the share of state-of-the-art machinery and equipment tends to be about 14.5 percentage points lower for firms with a (self-perceived) investment gap. For the finite mixture model, two components are assumed, as well as a student-t distribution.
Table 4  Finite mixture analysis of firms’ share of state-of-the-art machinery and equipment depending on whether or not they report an investment gap (plus controls).

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) Group 1</th>
<th>(2) Group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investment Gap</td>
<td>-2.553***</td>
<td>-14.49***</td>
</tr>
<tr>
<td></td>
<td>(0.789)</td>
<td>(1.821)</td>
</tr>
<tr>
<td></td>
<td>(1.331)</td>
<td>(2.789)</td>
</tr>
<tr>
<td>Control variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Country of the firm</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Sector of the firm</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Size class of firm</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Age class of firm</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Level of capacity utilisation</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>3,082</td>
<td>3,082</td>
</tr>
</tbody>
</table>

Notes:  Standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1

In a second step, we can then test for the difference between the two groups (and, specifically, for whether firms which have experienced a longer or more pronounced investment downswing are more likely to report a low share of state-of-the-art machinery and equipment).

What we find is that firms in the first group are indeed significantly less likely to report no or very low levels of investment than firms in the second group, much less likely to be located in countries which experienced a large and prolonged drop in investment, and much less likely to be active in those sectors that were hardest hit by the crisis – suggesting that they experienced a longer / more pronounced period of under-investment (that has translated into a stronger fall in their share of state-of-the-art machinery and equipment).

A similar argument can be made for the share of firms’ commercial building stock that meets high energy efficiency standards.

Is investment finance directed to the most productive firms? (Box 5)

We estimate a linear probability model of the credit constraint dummy on the logarithm of total factor productivity and a set of control variables. The control variables are a dummy indicating whether a firm produces at or above maximum capacity and a set of control dummies at the sector, size and age level. We winsorize our total factor productivity variable at the 99% and 1% level in order to reduce the impact of outliers.

Let \( y \) denote the dummy variable of a firm being credit-constrained, \( \log(tfp) \) the logarithm of our proxy for a firm’s total factor productivity, \( x \) the dummy variable of a firm operating at or above maximum capacity and \( j \) a set of dummy variables at level \( i \in \{\text{size}, \text{sector}, \text{age}\} \).

\[
y = \beta_0 + \beta_1 \log(tfp) + \beta_2 x + \gamma_{i,\text{sector}} + \gamma_{i,\text{size}} + \gamma_{i,\text{age}} + u
\]
Table 5 shows the results:

**Table 5**   Regression of whether a firm is credit-constrained on its total factor productivity (plus controls). Results are reported separately for i) all firms; ii) firms making a profit; and iii) firms making a loss.

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) All firms</th>
<th>(2) Firms making a profit</th>
<th>(3) Firms making a loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Factor Productivity</td>
<td>-.0171*</td>
<td>-.0166*</td>
<td>-.0019</td>
</tr>
<tr>
<td></td>
<td>(.0092)</td>
<td>(.0097)</td>
<td>(.0345)</td>
</tr>
<tr>
<td>Control variables</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Country of the firm</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sector of the firm</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size class of firm</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age class of firm</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level of capacity utilisation</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>1,864</td>
<td>1,652</td>
<td>197</td>
</tr>
<tr>
<td>Pseudo R-squared</td>
<td>0.0238</td>
<td>0.0276</td>
<td>0.0019</td>
</tr>
</tbody>
</table>

Notes: Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1

It shows that more productive firms are generally less likely to face finance constraints, suggesting that lenders and equity investors on average screen firms well and channel resources into more productive investment alternatives. However, looking separately at firms making a profit and firms making a loss reveals that external finance providers seem to turn a blind eye to the productivity of those firms realising a loss. In particular, while for profitable firms higher total factor productivity reduces the likelihood of being finance-constrained, the effect is positive though not significant for firms realising a loss.

**How does banks’ balance sheet health pass through to firms’ investment financing? (Box 6)**

We estimate a linear probability model of the satisfaction of a firm with its external financing conditions along different dimensions (q30) on the ratio of non-performing loans over total outstanding loans of the bank that gave the last or the current loan (q34 and q35) obtained from Bureau van Dijk’s BANKSCOPE database and a set of control dummies at the sector, size and age level.

Let $y_j$ denote the satisfaction of a firm with its external financing conditions of dimension $j \in \{\text{amount, costs, maturity, collateral, type}\}$, nppl the ratio of non-performing loans over total outstanding loans and $\gamma_i$, a set of dummy variables at level $i \in \{\text{size, sector, age}\}$.

$$y_j = \beta_{j0} + \beta_{j1}\text{nppl} + \gamma_{j,\text{sector}} + \gamma_{j,\text{size}} + \gamma_{j,\text{age}} + u_j$$

We estimate the above equation for each dimension $j$ of external financing conditions separately, both for the southern countries (Greece, Italy, Portugal, Slovenia) and the northern countries (Finland, Germany, United Kingdom) of our sample by the Method of Ordinary Least Squares.
Table 6 shows the results:

**Table 6**  Regression of firms’ satisfaction with the finance they received on their bank’s ratio of non-performing loans over total loans outstanding (plus controls). Results are reported separately for northern Europe and southern Europe.

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PANEL A: NORTH</strong></td>
<td></td>
<td>Q30 - A. Amount</td>
<td>Q30 - B. Costs</td>
<td>Q30 - C. Maturity</td>
<td>Q30 - D. Collateral</td>
</tr>
<tr>
<td>Health of the bank that gave last or current loan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NPL ratio</td>
<td>0.0832</td>
<td>-0.03935</td>
<td>0.00773</td>
<td>-0.05435</td>
<td>-0.02232</td>
</tr>
<tr>
<td></td>
<td>(0.05952)</td>
<td>(0.06668)</td>
<td>(0.05468)</td>
<td>(0.07857)</td>
<td>(0.04836)</td>
</tr>
<tr>
<td>Control variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sector of the firm</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size class of the firm</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age class of the firm</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>235</td>
<td>235</td>
<td>234</td>
<td>232</td>
<td>233</td>
</tr>
<tr>
<td>Adj. R-squared</td>
<td>0.0306</td>
<td>0.0086</td>
<td>-0.0089</td>
<td>0.0217</td>
<td>0.0277</td>
</tr>
</tbody>
</table>

Notes: Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PANEL B: SOUTH</strong></td>
<td></td>
<td>Q30 - A. Amount</td>
<td>Q30 - B. Costs</td>
<td>Q30 - C. Maturity</td>
<td>Q30 - D. Collateral</td>
</tr>
<tr>
<td>Health of the bank that gave last or current loan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NPL ratio</td>
<td>0.00829***</td>
<td>0.00618</td>
<td>0.01038***</td>
<td>0.00647</td>
<td>0.00683**</td>
</tr>
<tr>
<td></td>
<td>(0.00319)</td>
<td>(0.00395)</td>
<td>(0.00317)</td>
<td>(0.00401)</td>
<td>(0.00301)</td>
</tr>
<tr>
<td>Control variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sector of the firm</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size class of the firm</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age class of the firm</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>430</td>
<td>431</td>
<td>428</td>
<td>393</td>
<td>430</td>
</tr>
<tr>
<td>Adj. R-squared</td>
<td>0.027</td>
<td>0.019</td>
<td>0.0306</td>
<td>0.0069</td>
<td>0.0181</td>
</tr>
</tbody>
</table>

Notes: Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1; satisfaction from 1:=very satisfied to 5:= very dissatisfied.

It shows that banking fragility seems not to transmit to the real sector in the northern (or less crisis-hit) European countries of our sample, whereas there is a significant impact on firms’ satisfaction with their external financing terms in the south (panel B). It seems that fragile banks seek to restore their asset quality predominantly by restricting the amount of the loan, and most of all the maturity of loans disbursed (see Panel B), which implies higher levels of dissatisfaction of financed firms.
Do firms want a different external finance mix? (Box 7)

We estimate a multinomial logit model of firms’ choice of financing instrument type that they wish to play a more prominent role in their financing mixes (q36) on the shares of financial instruments of different type in their current financing mix (q29) and a set of control dummies at country, sector, size and age level.

Let $j = 1, \ldots, J$ denote financing instruments, $x_j$ the share of instrument $j$ in a firm’s current financing mix, $\gamma_j$ a set of dummies specific to alternative $j$ at level $i \in \text{country, sector, size, age}$ and $y$ the instrument that a firm wishes to play a more prominent role in its financing mix. For the model to be identified we need to choose a base outcome. Here we choose bank loans denoted by $j=1$.

$$
\Pr(y = j) = \frac{\exp \left( \beta_{10} + \beta_{12} x_2 + \ldots + \beta_{1J} x_J + \gamma_{1}\text{country} + \gamma_{1}\text{sector} + \gamma_{1}\text{size} + \gamma_{1}\text{age} + u_1 \right)}{1 + \sum_j \exp \left( \beta_{j0} + \beta_{j2} x_2 + \ldots + \beta_{jJ} x_J + \gamma_{j}\text{country} + \gamma_{j}\text{sector} + \gamma_{j}\text{size} + \gamma_{j}\text{age} + u_j \right)}, \forall j = 2, \ldots, J
$$

The model is estimated by the Method of Maximum Likelihood.

Table 7 shows the results:
Table 7  Regression of the (one) type of finance firms want more on the share of each type of finance they use (plus controls).

<table>
<thead>
<tr>
<th>Current financing mix</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B. Other term of bank financing</td>
<td>0.016***</td>
<td>0.002</td>
<td>-0.008</td>
<td>0.007*</td>
<td>0.005</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.01)</td>
<td>(0.013)</td>
<td>(0.004)</td>
<td>(0.008)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>C. Newly issued bonds</td>
<td>-0.008</td>
<td>0.028***</td>
<td>0.025</td>
<td>0.01</td>
<td>-2.741</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>(0.057)</td>
<td>(0.012)</td>
<td>(0.017)</td>
<td>(0.013)</td>
<td>(1051.446)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>D. Newly issued equity</td>
<td>-13.224</td>
<td>0.018</td>
<td>0.033**</td>
<td>-0.064</td>
<td>-12.647</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>(4692.109)</td>
<td>(0.018)</td>
<td>(0.017)</td>
<td>(0.013)</td>
<td>(4172.786)</td>
<td>(0.016)</td>
</tr>
<tr>
<td>E. Leasing or hire purchase</td>
<td>0.022***</td>
<td>0.004</td>
<td>0.005</td>
<td>0.032***</td>
<td>0.001</td>
<td>0.009***</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.009)</td>
<td>(0.008)</td>
<td>(0.003)</td>
<td>(0.009)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>F. Factoring/ invoice discounting</td>
<td>0.024**</td>
<td>-0.034</td>
<td>0.016</td>
<td>0.005</td>
<td>0.041***</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.014)</td>
<td>(0.016)</td>
<td>(0.009)</td>
<td>(0.008)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>G. Loans from family/friends etc.</td>
<td>-0.006</td>
<td>-0.013</td>
<td>0.022*</td>
<td>0.007</td>
<td>0.025**</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.021)</td>
<td>(0.012)</td>
<td>(0.01)</td>
<td>(0.011)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>H. Grants</td>
<td>0.01</td>
<td>0.005</td>
<td>0.014</td>
<td>0.008</td>
<td>0.012</td>
<td>0.026***</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.014)</td>
<td>(0.011)</td>
<td>(0.007)</td>
<td>(0.011)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Other</td>
<td>0.016</td>
<td>-6.919</td>
<td>-8.451</td>
<td>0.012</td>
<td>0.015</td>
<td>0.02***</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(542.941)</td>
<td>(561.126)</td>
<td>(0.008)</td>
<td>(0.012)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>Control dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Country</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Size class of firm</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Age class of firm</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>1,061</td>
<td>1,061</td>
<td>1,061</td>
<td>1,061</td>
<td>1,061</td>
<td>1,061</td>
</tr>
<tr>
<td>Pseudo R-squared</td>
<td>0.227</td>
<td>0.227</td>
<td>0.227</td>
<td>0.227</td>
<td>0.227</td>
<td>0.227</td>
</tr>
</tbody>
</table>

Notes: Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1; Base outcome is: Q36 - bank loans

Specifically, it shows that firms are more likely to wish for more of the financing sources that they already use extensively (all diagonal coefficients in the following table are positive and significant). However, we also find evidence that some financing instruments are relatively over-used. Firms using more factoring and invoice discounting, for example, are more likely to seek more overdraft financing in the future, which might reflect an additional need among these firms for flexible financing. Along the same line of reasoning, loans from family, friends and business partners also do not seem to be well adapted, increasing the likelihood of seeking both more equity issuance and factoring/invoicing in the future.
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Chapter at a glance

This chapter analyses recent developments in credit conditions in the EU in order to discuss some of the possible factors behind the relative weakness in corporate investment at this stage of the recovery. With the sovereign debt crisis, Europe has gone through a major crisis. During its resolution, both the corporate and the banking sectors have become stronger.

- Financial conditions have gradually normalised over recent years, from adverse credit supply conditions to conditions broadly neutral for EU corporate investment. Together with the accommodative monetary policy stance, they should support capital expenditure.

- The low interest rate environment may well reflect the profound deleveraging cycle that the banking and corporate sectors have gone through. To some extent, the length of the adjustment process may well reflect its magnitude, which pushed monetary policy to its limits in several parts of Europe. Besides, the current slow recovery may reflect some hysteresis effects from years of very low investment.

- The EU financial system seems to be starting to revert slowly from a situation of high fragmentation. Between core countries and vulnerable countries, government bond yields, the corporate cost of bank borrowing, bank credits and, more widely, access to external finance are starting to move in tandem across the euro area. Still, some stigma effects cannot be denied at this stage. Compared to the pre-crisis situation, capital flows in the cohesion countries have not resumed yet.

- The positive results of the 2016 EBA stress test have not been accompanied by a confidence rally in the banking sector. Despite the magnitude of the regulatory adjustment achieved, European banks continue to suffer from very low valuations. This most likely reflects a combination of factors, some of them being specific to some countries. The persistence of a low rate environment may require structural changes in the business model of some banking sectors.

- The European financial market is underdeveloped and not well integrated. The crisis has shown the need to further develop the European debt and capital markets as an alternative source of finance for European corporations. The deepening of the corporate debt market is especially important to free up bottlenecks in the distribution of bank credits.

Putting aside the negative risks going forward, the conditions for a strengthening of economic activity are met. This will be accompanied by acceleration of corporate investment in Europe. Looking beyond the cycle, the development of deeper financial markets across Europe would help to achieve better resource allocation, reduce the likelihood of entering secular stagnation, and better protect European economies against shocks.
We focus on the macro-financial environment of corporate investment in the EU, with a view to analysing how financing conditions, firms’ financial policies and banks’ credit supply conditions affect capital expenditure. The developments reviewed in this chapter support the view of a gradual normalisation over recent years, from adverse credit supply conditions to conditions broadly neutral for EU corporate investment overall, with some differences across groups of countries and types of firms. Asymmetric economic conditions between vulnerable and other economies continue to prevail, but are reducing. Cohesion countries are more affected by the retrenchment of cross-border financial flows. Small corporations are still facing tighter financing conditions.

We also find some evidence of increased financial soundness of the corporate sector, with some evidence of deleveraging, especially in vulnerable countries. As shown by the EBA 2016 stress test results, banks have also strengthened their balance sheets. However, their current valuation and its sensitivity to specific negative news or events suggest that they are continuing to evolve in a difficult environment. Looking forward, their capacity to accumulate capital may suffer from the environment of low and flat yields if it were to remain. Already, there are several signs that the business model of the European banking sector is being challenged.

This is one of the main risks with which the EU economy is confronted. Others such as the resurgence of uncertainty following the Brexit referendum, the persistent decline in long-term growth and the likelihood of entering a so-called secular stagnation scenario are also to be taken into consideration.

The current macro-financial environment results in a challenging situation for the financial system, banks and central banks, but also pension funds and more widely investment funds. So far, the financial system has proved relatively resilient, but its capacity to channel savings into their most efficient use may be harmed. On the monetary policy front, many of the parameters of current policies are close to their limits. The longer the current environment of low and flat yields remains in place, the higher the likelihood that the detrimental effects predominate.

In a context where monetary policy may start reaching the limits of what it can do to re-inflate the economy and keep price expectations anchored, support from other policies is urgently needed. On top of demand policy, structural policies aimed at deepening capital markets are needed. The European stock market remains undersized and Europe is missing a liquid and unified corporate debt market. The Banking Union and Capital Market Union (CMU) should become two pillars for increasing the efficient allocation of capital within the EU. The progress achieved since the crisis provides grounds for some cautious optimism but advancing more quickly and deeply in setting them up would increase the capacity of the EU economy to withstand the risks going forward.

This chapter consists of five sections and three boxes. In the first section, we review the macroeconomic environment surrounding corporate investment. Financial conditions have improved, but the negative impact of the rise in uncertainty resulting from the Brexit referendum may be expected. In the second section, we review the changes in worldwide cross-border financial flows in the aftermath of the financial crisis, with special attention devoted to countries belonging to the European Union. We show that FDI flows have proved relatively more resilient but intra-flows towards cohesion countries are still well below the pre-crisis level and several indicators suggest that the European financial system remains fragmented, thereby limiting the possibilities of risk-sharing. In the third section, we analyse the changes which have occurred regarding the financing of corporate capital expenditure. Financial resilience has increased along with reduced debt, a rise in income, a longer debt maturity structure
and decreases in the cost of borrowing triggered by monetary policy. In the fourth section, we review the strengths and weaknesses of the EU banking sector. We show that banks go through a period of structural transformation and are probably affected by weak investor preference. The evolution of their balance sheets since the crisis will enable them to withstand current economic conditions as long as the low interest rate environment and the flat yield curve do not persist for too long. Section 5 concludes. The first box focuses on project finance and its attractiveness and peculiarity in comparison to corporate finance. The second box sheds some light on the role of demand and credit conditions in explaining the different pattern of financial flows in vulnerable and other countries. The third box presents models of bank lending rate pass-through to show that the risk components, mostly external to corporations, have contributed to raising bank lending spreads in the wake of the sovereign debt crisis.

4.1. Non-financial corporates’ investment in the current macro-financial environment

In mid-2016, eight years after Lehman’s bankruptcy, EU GDP was around its pre-crisis level while investment and bank loans remained at a lower level. So far, as shown in detail in Chapter 1, the recovery which started after the sovereign debt crisis has remained lacklustre. A debate has emerged about the causes of the weak recovery in a context of very accommodative monetary policy. Some have advanced the hypothesis of secular stagnation while others have evoked a deep debt deflation episode. In Europe, the deleveraging pressure has been uneven, but was especially strong in vulnerable countries during the sovereign debt crisis (Box 2). More recently, since the end of June 2016, risks of an even weaker recovery have increased, along with the prospect of Brexit.

4.1.1. Ongoing recovery but investment abnormally weak…

Across Europe, the decline in bank loans came to a halt in 2015 and NFCs’ investment picked up in 2016 (Figure 1). However, the recovery in capital expenditure appears subdued compared to previous historical episodes of recovery, such as in 2005. NFCs’ investment remains well below its pre-crisis level and the investment share is well below its average value since the end of the nineties (Figure 2). While, after several years of weak investment, the reversion of investment towards this long-run value can be expected to provide support for investment, expectations such as those entailed in consensus economics support the view of a marginal acceleration of EU NFCs’ investment this year and the next. This comes at odds with the very accommodative monetary policy stance and the fiscal stance as well as specific policy measures such as the so-called Juncker Plan. Indeed, as shown in Chapter 1, the long-run historical relationship between investment, demand, profits and the cost of borrowing accounts for part of the subdued capital expenditure. The projected strengthening of both domestic and external demand, and the historically low cost of external financing, should indeed provide stronger support for investment growth.
4.1.2. … despite accommodative policies…

The past negative surprises in corporate investment conditional upon the macroeconomic environment are striking as financial fragmentation diminishes across the euro area, financing conditions have improved and both monetary and fiscal policies appear supportive. On the one hand, the fiscal stance is assessed to be slightly supportive (EC 2016 spring forecast), and the Juncker Plan is becoming an important tool for supporting demand. On the other hand, the very accommodative monetary policy stance has successfully contributed to reducing the cost of external financing for NFCs, with non-standard measures (NSMs) in place to restore its transmission to the real economy.

More precisely, regarding monetary policy, across Europe several central banks have cut further the levels of monetary policy rates, and some, such as the Central Bank of Denmark, the Riksbank, and the ECB have entered into a so-called negative interest rate policy (NIRP) (Figure 3). Consequently, money market rates have become negative, and it has become clear that the Zero Lower Bound is below zero. The Zero Lower Bound corresponds to the monetary policy rate below which the resulting deposit rate in the banking sector would lead corporations and households to withdraw their bank deposits and hoard cash. Given, on the one hand, the uncertainty regarding the level of the ZLB and the impairments in the monetary transmission mechanism, and, on the other, the need to provide further monetary accommodation to restore a level of inflation ensuring the anchoring of inflation expectations, the cuts in monetary policy rates have been augmented by other measures, known as NSMs. Among these are forward guidance, liquidity injection measures and/or the asset purchase programme (APP) – first sovereign bonds, asset-backed securities and covered bonds, then bank debt and more lately, since June 2016, corporate bonds.² The policy package has contributed to flattening the safe risk yield curve so that a larger portion of it has entered negative rate territory. Even the long-end of the sovereign yield curve has also gone down substantially and stands at an historically exceptionally low level (Figure 4).

² The full-allotment policy as well as the extension of the pool of collateral may also be considered as part of the NSMs.
Taking a longer-term perspective, long-term yields have declined in all euro area countries in the past three decades, possibly not only owing to the decline in inflation or, more recently, non-standard measures. In mid-2016, 18% (40%) of the world economy, weighted by GDP, is operating in an environment of negative (below 1%) central bank policy rates (Draghi, 2016). For most of the developed economies, government bond yields remain in negative territory over a large portion of the maturity spectrum (Figure 5).

There are two main views on the main drivers of interest rates since the crisis, one related to cyclical factors, the “financial cycle”, and the other related to structural factors, “secular stagnation”. Each has very different implications in terms of outlook and policies required.
According to the secular stagnation view (Hansen 1939), the current exceptional policy configuration reflects a strong decline in the neutral rate of interest, the monetary policy rate consistent with price stability when output is at its potential level. In turn, the lower neutral rate of interest results from ageing, lower demographic growth and slower technological progress, as well as possibly capital scrapping and the global saving glut.

The natural rate of interest may currently not be reachable owing to the ZLB, and this is one of the reasons why monetary policy needs to deploy non-standard measures to produce an equivalent monetary stimulus. Indeed, several analysts, commentators and policy makers have recognised the disappointing recovery of advanced economies despite the low levels of rates recorded for a long time (William, 2016). The reason is that the industrial world is plagued by an increasing propensity to save and a declining propensity to invest, resulting in a declining equilibrium real interest rate (Constâncio, 2016, ICMBS, 2015, Hördah et al., 2016). In such a secular stagnation scenario for Europe, potential growth is adjusted downward substantially, as the EU is ageing, agents revise their anticipations, productivity growth recedes and political pressures towards a reversal of the globalisation trend or EU construction strengthen.

Rachel and Smith (2015) estimate that structural factors can account for a decline of up to 450 bps in long-term real interest rates over the past 30 years. An empirical analysis by the IMF (2014) shows that common forces explain a large part of the worldwide decline in real rates. According to a principal component analysis, the weight of the first component of the variation in real rates at the global level increased from 55% between 1980 and 1995 to 75% between 1995 and 2012. Some estimates even point to a negative neutral interest rate currently in the euro area and more widely in Europe (Holston, Katryn, and Laubach, 2016). In this case, it is possible that the real interest rate will not increase back to a positive “normal” level (Eggertsson and Woodford, 2003).

An alternative to the secular stagnation view is provided by the debt cycle view, developed in section 3. In this case, low interest rates prevail for a long period but are not permanent, financial risks increase as the financial sector changes, the banking sector must shrink, the economy adjusts painfully, and deleveraging is slower/more costly as growth weakens. While the two views are usually presented as alternatives, they share common ground. Corporate deleveraging puts additional downward pressures on long-term interest rates. Furthermore, the long period of low activity with which it is associated leads economic agents to revise downward long-term anticipations of economic growth, thereby reinforcing the adverse impact of lower productivity and demographic trends.

4.1.3. … and loosened financing conditions

When filtering a large number of financial indicators available at relatively high frequency, the signal received is that, overall, financial conditions have remained relatively stable since 2015 in comparison to the marked swing recorded since the crisis. This assessment is confirmed by looking at the VIX indicator only up until the Brexit referendum (Figure 12). In mid-2016, financing conditions are estimated to be loosened compared to their level in 2014 (Figure 6). As they normalise, they are no longer hampering the economic outlook and investment, and, in some cases, are considered to be supportive.

Given the transmission lags, the past tighter financial conditions are estimated to have contributed to negatively affecting industrial production up until mid-2015 (Figure 7). But, since mid-2015, they have contributed to pushing up activity, compressing bank lending spreads and increasing loan demand. In the very last months, a slight reversal of the positive trend has been observed. This may be the first signs of the uncertainty shock surrounding the prospect of Brexit as, while the result of the referendum was not widely anticipated, the uncertainty it created contributed to creating volatility across financial markets.
The results of the UK referendum on 23 June may well translate into tightened financial conditions for the UK especially. The leave vote has resulted in financial market volatility, abrupt exchange rate changes, and a substantial increase in uncertainty. As it is well recognised that uncertainty is detrimental to economic activity (Carney, 2016, Bloom et al., 2007 or ECB, 2010), the uncertainty resulting from what is expected to be a protracted period of exit negotiations has the potential to damage the economic outlook in the UK and weaken the recovery in the EU.

The risks to the outlook, in both the short and the long runs, are not easy to read in indicators of financial market uncertainty (such as the VIX indicator shown in Figure 12) or in policy uncertainty indicators. While these indicators spiked in the very short term following the referendum outcome, in July 2016, they have mostly declined since then. Indeed, it should be noted that the reading of these indicators may be blurred at the current juncture. The post-Brexit decline may simply reflect the absence of new information, resulting in a wait-and-see attitude for investors and therefore preventing substantial changes in speculative positions and abrupt changes in asset prices. Moreover, the Brexit event is unprecedented, and this makes it difficult to infer from the past the nature of the shock, its magnitude and persistence. Yet, as shown in Chapter 3, respondents to the special question on Brexit incorporated in the 2016 investment survey emphasise the expected adverse impact on their investment plans.

Scenario analyses conducted by the European Commission suggest GDP losses of 0.25 to 0.50 p.p. until 2017 for the EU excluding the UK. The ECB has put the economic impact on growth of Brexit for the euro area at between 0.2% and 0.5% of GDP over three years.

While uncertainty is expected to diminish over time, forthcoming changes in the economic and political relationships between the UK and the Member States could have a longer lasting impact on the medium to long-term economic outlook. The impact should remain contained however for the EU. Given the uncertainty surrounding the settlement of new relationships between the UK and the EU, large risks prevail, mostly on the downside, including that of lower potential growth.

---

Source: Author’s calculations based on M. Darracq-Parries, L. Maurin, D. Moccero (2014).
Note: An increase signifies a loosening in financing conditions. Last record is June 2016.
4.2. How persistent are the changes in cross-border investment flows in Europe?

International financial flows play a central role in the international monetary system, not just because they represent the necessary counterpart to trade flows. Together with trade flows, they act as a powerful channel through which domestic shocks are transmitted across borders. In good times, they channel savings to the countries and regions of the world where they are most productive. In crisis times, they have the potential to disrupt the domestic financial systems of the most dependent economies. Hence, close monitoring of international financial flows is key to assessing the state of the global economic environment and the risks surrounding it.

In recent years, international capital flows have registered profound changes, not only in terms of their magnitude but also in terms of geographical distribution and composition, bank flows, foreign direct investment, and portfolio (debt and equity) flows. Besides, in Europe, the sovereign debt crisis triggered a process of defragmentation of the financial system. This resulted in fewer intra-Europe cross-border financial flows. In this section, we highlight the recent evolution of international financial flows with a special focus on intra-European flows. We provide evidence of the resilience of foreign direct investment and show that the European financial system remains fragmented.

4.2.1. The “Great Retrenchment” of gross international financial flows seems fairly persistent and applies mainly to Europe and advanced economies

The decade preceding the financial crisis which erupted in 2008 was one of financial globalisation. The ramping-up of international capital flows and the accumulation of external assets and liabilities in the decades preceding the global financial crisis were perhaps even more dramatic than the already impressive acceleration of trade flows and the development of current account imbalances that took place over this period. As suggested by the index of Chinn and Ito (2008), part of the robust expansion of gross financial flows can be related to increased financial liberalisation and greater capital account openness (Figure 8).
In the years preceding 2008, gross international financial flows were very substantial, hovering around 8% of global GDP from 2005 to 2007. The onset of the financial crisis in the summer of 2007 put a sudden stop to that flourishing regime and in the second quarter of 2008, international financial flows were abruptly reduced. In addition, the Lehman event set the stage for the banking collapse in the fourth quarter of 2008, when aggregate gross flows massively retrenched (Figure 9). In that quarter alone, their reversal was equivalent to -2% of global GDP.

Since then, gross cross-border financial flows have not returned to the buoyancy of the pre-crisis period, settling at a “new average” of around 4% of GDP in 2015. This muted revival is puzzling as it could mean, if it persists, that the global economy is becoming more fragmented than it used to be, after decades of increasing globalisation. Moreover, it raises questions about whether the pre-crisis intensification of global financial linkages was too exuberant.

The retrenchment in international financial flows seems to affect all economic regions, albeit to a different extent, being more pronounced for advanced than for emerging market economies. The EU has recorded significantly lower flows since the outburst of the crisis: in 2009, net flows declined by 3% of GDP (Figure 10). Among EU countries, the “core” ones suffered the largest shrinkage of net flows, of around 3.5% of GDP in 2009. In 2015, however, net flows sharply recovered, thereby driving the increase also recorded at the EU level, but gross flows remain well below their pre-crisis levels. Moreover, the increase in net flows recorded for “vulnerable” countries was much less pronounced, and, contrastingly, the “cohesion” countries continued to record diminishing net flows.5

4 International financial flows suffer from measurement problems and reconciling stock and flow measures is a further challenge. For this reason, we need to rely on different data sources, including the IMF Balance of Payments database, BIS Locational Banking Statistics and the TICS data for the US.

5 For a more detailed perspective on EU international financial flows in comparison to the rest of the world, see Bussière, Schmidt and Valla (2016).
These flows mirror the changes in the current account. In the EU, after having been substantially positive from 2012 to 2014, it became negative again in 2015. Looking at the core countries, and distinguishing between euro area and non-euro area Member States, it appears that the shift in the current account, from a substantial surplus in 2014 to a deficit in 2015 reflected the increase in the current account deficit of non-euro area countries, mostly the UK and Denmark. Core country members of the euro area continued to record a current account surplus of around 3% GDP at the end of 2015, mostly on the back of the very large current account surplus in Germany. Since the start of the sovereign debt crisis, both vulnerable and cohesion countries have recorded a major adjustment in their current account balance. At the end of the period, the current account of vulnerable countries is balanced and that of cohesion countries is in surplus. The changes in the current account balance have been mirrored by changes in the three main components of the financial balance, as we now analyse.

**Figure 10** Evolution of capital outflows and inflows in the EU (level, USD trillions, lhs, and net flows in % GDP, rhs, both 4-qtr moving average)

Source: ECON calculations based on IMF balance of payments statistics.

Note: See note to Figure 1 for the definition of the country groups. 4-quarter moving average. The net inflows are obtained by subtracting outflows from inflows. A positive (negative) inflow is associated with a current account deficit (surplus).
4.2.2. The composition of international financial flows also changed

The collapse of international financial flows described above and the sharp shifts in the current account balances have been mirrored by uneven changes across the main categories of the financial account, foreign direct investment, equity and debt instruments in international portfolios, and “other investment” encompassing mostly bank flows. Although all types of flows have been affected by the slowdown, some have been significantly more resilient than others, resulting in a marked change in the composition of financial flows. For each group of EU countries and each type of flow, we constructed a synthetic indicator that reflects the changes by type of flow, inflows and outflows. The indicator, called the “retrenchment ratio”, reports the difference between the value of these flows in the pre-crisis period (2005Q1–2007Q2) and the post-crisis period (2012Q1–2014Q4) in relation to GDP. Table 1 reports the retrenchment indicator computed at the level of each of the main categories.

Table 1  Retrenchment indicator decomposed across main categories (% GDP)

<table>
<thead>
<tr>
<th></th>
<th>Outflows</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Portfolio Equity</td>
<td>Portfolio Debt</td>
<td>Direct Investment</td>
<td>Other investment</td>
<td>Total</td>
<td>Portfolio Equity</td>
<td>Portfolio Debt</td>
<td>Direct Investment</td>
<td>Other investment</td>
<td>Total</td>
<td>Portfolio Equity</td>
<td>Portfolio Debt</td>
</tr>
<tr>
<td>CORE</td>
<td>-1.0</td>
<td>-5.3</td>
<td>-4.0</td>
<td>-19.8</td>
<td>-30.1</td>
<td>-0.7</td>
<td>-6.6</td>
<td>-2.0</td>
<td>-21.1</td>
<td>-30.4</td>
<td>-0.7</td>
<td>-6.6</td>
</tr>
<tr>
<td>VUL</td>
<td>0.8</td>
<td>-6.2</td>
<td>-2.9</td>
<td>-10.9</td>
<td>-19.2</td>
<td>1.4</td>
<td>-14.1</td>
<td>0.1</td>
<td>-12.2</td>
<td>-24.8</td>
<td>1.4</td>
<td>-14.1</td>
</tr>
<tr>
<td>COH</td>
<td>-0.4</td>
<td>-0.1</td>
<td>-2.0</td>
<td>-0.7</td>
<td>-3.2</td>
<td>0.5</td>
<td>-0.2</td>
<td>-3.4</td>
<td>-4.2</td>
<td>-7.3</td>
<td>0.5</td>
<td>-0.2</td>
</tr>
<tr>
<td>EU</td>
<td>-0.5</td>
<td>-5.6</td>
<td>-3.9</td>
<td>-17.6</td>
<td>-27.5</td>
<td>-0.2</td>
<td>-8.3</td>
<td>-1.5</td>
<td>-18.8</td>
<td>-28.7</td>
<td>-0.2</td>
<td>-8.3</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations on the basis of IMF Balance of Payments (BoP) data (restricted sample).  
Note: Difference between average annual flows after the crisis (2012Q1-2014Q4) and before (2005Q1-2007Q2). CORE stands for Core Countries in the EU, VUL for Vulnerable Countries, COH for Cohesion Countries.

The retrenchment indicator shows that the collapse of the other investment category explains the bulk of the financial retrenchment in Europe. It is particularly pronounced for core and vulnerable countries. This is related to the confidence crisis faced by the European banking sector in the wake of the sovereign debt crisis, which contributed to the fragmentation of the European financial system. This led it to undertake a deleveraging process, predominantly operated on external assets. This process lowered cross-border lending by banks to other financial institutions. Consequently, in Europe, local lending by foreign bank affiliates may now substitute for cross-border lending (IMF, 2015). This particularly suits the CESEE region, where roughly 50% of the international banks active in the area signal intentions to expand operations in the foreseeable future, albeit to a different extent among countries. Notably for the cohesion countries, the retrenchment of the other investment component has been much less pronounced in absolute terms and mostly focused on a reduction of inflows. This is associated with the specific nature of the banking sector in the region, which is dominated by international banks that used to finance local market development via direct funding from the parent company. As the crisis started, net inflows of intra-company loans declined, but massive outflows were prevented in the context of a gradual rebalancing of the local banking model towards more domestic financing.

Figure 1 shows the resulting changes in the composition of international financial flows in Europe. In the core countries, the other investment category (mostly bank flows) used to account for 47% of total
flows before the crisis, whereas after the crisis they constitute a much smaller share of the total (8%). Conversely, the share of FDI has substantially increased in the core countries as well as the vulnerable countries. Differently in the cohesion countries, the decline in the share of other investment was not matched by an increase in the share of FDI flows but mostly by a shift towards portfolio flows. Within the portfolio category, the different paths described above have also led to a considerable reallocation: before the crisis, portfolio debt used to be two-thirds of the size of equity flows in the core and vulnerable countries, whereas they are now of roughly equal magnitudes in the former and in opposite proportions in the latter. On the other hand, one can notice portfolio debt overtaking equity flows after the crisis in the cohesion countries.

Figure 11  The resilience of direct investment and equity flows contrasts with the contraction of bank flows and portfolio debt (average annual level, USD billions or millions)

The changing composition of international financial flows documented above is a striking feature of the global economic environment. Weak economic activity is both a factor that could have triggered this change and at the same time, since negative shocks are transmitted through financial linkages, a consequence of weaker financial flows. Another key feature to emphasise is that some types of flows seem to be inherently more volatile than others. In this respect, bank flows and portfolio flows are often described as “hot money” (see, for instance, Bluedorn et al., 2013). By contrast, FDI flows are typically more stable over time, which is why they are generally considered to be a safer form of financing (in addition to other benefits they carry, such as technological transfers). Also, within portfolio flows, equities have been more resilient than debt. Yet, overall, the behaviour of financial flows after the global financial crisis has therefore been faithful to their reputation: “hot money” (with the exception of equity flows) has evaporated quickly, whereas FDI has been more robust (Table 2).

Table 2  Volatility of flows by sectors and by sub-periods (Coefficient of variation, entire world)

<table>
<thead>
<tr>
<th></th>
<th>Outflows</th>
<th>Inflows</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Portfolio Equity</td>
<td>Portfolio Debt</td>
</tr>
<tr>
<td>CORE</td>
<td>0.36</td>
<td>0.23</td>
</tr>
<tr>
<td>COH</td>
<td>0.41</td>
<td>0.63</td>
</tr>
<tr>
<td>EU</td>
<td>0.87</td>
<td>1.08</td>
</tr>
</tbody>
</table>

Source:  ECON calculations based on IMF balance of payments statistics.
Note:  See footnote to Table 1 for definition of the periods.
Among the possible explanatory factors, the paper by CGFS (2011) highlighted the role of risk aversion, proxied by the VIX index. Figure 12 reports the VIX, together with the policy indicators calculated by Bloom (2014) and Bloom et al. (2007). The rise of the VIX in the wake of Lehman Brothers correlates well with the drop in capital flows that took place during this period. The VIX has considerably abated since then, but this is not associated with a rebound in capital flows. Other uncertainty indicators do not seem to point to a high degree of uncertainty in recent years, suggesting that uncertainty does not play a central role in the weakness of financial flows. To some extent, the fall in bank flows could be interpreted as a correction from the “global banking glut” that prevailed in the pre-crisis period (Shin, 2011), through which European banks helped to enhance intermediation capacities in the US. These considerations represent a convincing argument as to why it is important to look at gross and not just net international financial flows.

The consequences of these changes, for financial stability issues, are not clear at this stage. The fact that the share of “hot money” has gone down while that of FDI has increased may lead to a more stable international monetary system, although “hot money” may actually impose discipline on the receiving countries. The changes that have taken place since the global financial crisis may correspond to a simple normalisation, after “exuberant” times in the pre-crisis period (see B. Coeuré, 2015).

4.2.3. Post-crisis stigma, fragmentation and bottleneck in the allocation of savings?

Besides the implications for financial stability, the reduction in intra-European capital flows may hamper European convergence by limiting the allocation of savings to their most productive use. A simple regression shows that indeed the response of domestic investment to domestic saving has increased on two occasions since the beginning of 2003 (Figure 13), after the Lehman bankruptcy and during the sovereign debt crisis. Theoretically, as argued by Feldstein and Horioka (1986), and later Obstfeld (1994), in a world of perfect capital mobility, capital expenditure should be independent from domestic savings. Hence, the elasticity of investment to domestic savings should be close to zero. Figure 13 plots the median and the confidence interval of the time-varying coefficient obtained from individual regressions on EU countries. The figure shows important changes across the period, with the coefficient becoming significant at the 60% level in the wake of the Lehman bankruptcy when capital markets froze. The increase was much more pronounced during the sovereign debt crisis but the coefficient remained not significant at the 60% level, showing that, differently from the Lehman episode, not all European countries were affected. While having started to decline again at the end of the period, the coefficient remains relatively high. However, this does not necessarily reflect an elevated degree of fragmentation. Indeed, being estimated over a rolling window of 16 quarters, the value at the end of 2015 reflects an average over the period 2012 to 2015. Hence, by construction, the coefficient lags latest developments.
Another indication of the degree of fragmentation of the European banking sector is provided by the evolution of cross-border asset holdings, loans and debt securities. After the sovereign debt crisis, the European financial system became fragmented. Cross-border financial flows diminished substantially mostly on the back of reduced investment in assets issued in other Member States, by governments Figure 14, banks Figure 15, or corporates. While the reduction has come to a half since the end of the sovereign crisis, so far the recovery in cross-border financial flow has remained subdued. This suggests that the financial system remains fragmented. Low intra-European financial flows limit the scope to benefit from risk-sharing as well as the potential to enhance economic growth with an efficient allocation of savings (see Alcidi and Thirion, 2016).

Source: ECON calculations based on ECB.
Given the still fragmented European financial system, for some EU countries during some periods, then, domestic savings may limit capital expenditure. This limits the possibilities of risk-sharing, a key element of a monetary union, especially in the absence of public transfers.

Decomposing the EU countries into the three main groups, it is interesting to note that in the core countries, domestic investment is recurrently below domestic savings so that savings are exported. Looking at the vulnerable countries, the financing of domestic investment required capital inflows up to the start of the sovereign debt crisis. Since then, investment has declined, domestic savings have increased and these countries have become overall net exporters of savings. Mostly, this reflects a return to a more sustainable investment path but possibly also reflects frictions in the European financial system and post-crisis stigma. In this regard, the trend decline in the net inflows to cohesion countries may be worrisome. As seen in Figure 16, these countries, which given their lower level of development could be expected to have many investment opportunities, have exported savings since the beginning of the sovereign debt crisis.

**Figure 16** Domestic vs external source of finance for domestic investment (EUR billions, annual flows)

Source: ECON calculations based on Eurostat.  
Note: See note to Figure 1 for the definition of the country groups. A negative value for foreign funding signifies that part of the domestic savings is exported and finances investment in foreign countries.
4.3. Can the balance sheet adjustment of NFCs explain the weakness in investment?

An alternative explanation of the weakness in investment is that, after the banking crisis, banks and corporations needed to deleverage to restore sound balance sheets (Lo and Rogoff, 1995). According to the “financial cycle” view, after years of relatively strong economic growth during which agents accumulated excessive debt on the basis of overly optimistic expectations of future income and revenues and a sharp regulatory adjustment, agents have to deleverage. The need to repay existing debt and also contract less new debt dampens investment spending. Household savings increase along a protracted corporate deleveraging process (Borio, 2012) and the interaction between the two behaviours reinforces the persistence of the cyclical dip (Cuerpo et al., 2013). The deleveraging process is weighing on investment and changes are at play in the corporate liability structure. The adjustment is long but the decline in economic momentum is not permanent and interest rates are expected to normalise at some point.

This section focuses on corporate finance and provides some elements supporting the debt supercycle view, as well as some analysis of the adjustment taking place within the euro area between core and vulnerable countries. Box 1 focuses on public project finance, a form of financing relatively developed in Europe where around half of the borrowers are located. The box details how its financial characteristics differ from those of corporate finance. It shows that, compared to corporate finance, this source of finance is more used for capital-intensive facilities and utilities and is associated with lower spreads.

4.3.1. Rebound in NFCs’ earnings accompanied by cash accumulation

While in the first years of the crisis, weak demand compressed internal financing capacity, more recently the start of a recovery in Europe has resulted in increased gross entrepreneurial income (Figure 17). This bodes well for corporate capital expenditure as retained earnings constitute around 70% of investment finance. As shown in Figure 17, the acceleration in gross entrepreneurial income was shared across the four EU groups. For the EU, core and vulnerable countries, the annual growth rate increased from around zero in the first half of 2013 to more than 5% in the first quarter of 2016. For cohesion countries, the acceleration over the period was very similar, but started from a higher level.

Higher gross entrepreneurial income has increased corporates’ financing capacity. Together with weaker capital expenditure, this has reduced the ratio of net borrowing over investment, similarly across country groups. Indeed, after the start of the financial crisis, since the middle of 2009, non-financial corporations have recorded negative financial gaps (Figure 18): they have invested less than their financing capacity. With the exception of the core countries, this is an unusual pattern over history since the beginning of the millennium. Moreover, the swing from net borrower to net saver is especially pronounced for cohesion countries and vulnerable countries. While for vulnerable countries, this may reflect the need for a sustained adjustment, it is difficult to explain for cohesion counties, which, being less advanced, should have more investment opportunities. From a macroeconomic perspective, since the financial crisis, in net terms, the European corporate sector has been providing savings to the rest of the economy. In 2015 and at the beginning of 2016, no major change was observed in this unusual pattern (Figure 18).
Becoming net savers, European NFCs have improved their net financial position, partly by reducing debt, partly by accumulating financial assets. An interesting feature is that a large part of the asset accumulation has taken the form of the most liquid assets, cash and deposits (Figure 19). From the beginning of 2000 until the end of 2015, the ratio of cash and deposits of EU NFCs over GDP increased from 13% to 22%, a rise which was very similar among the group of countries. Nonetheless, it should be noted that the rise started well before the crisis, and does not seem to have accelerated since then. In fact, it is almost a trend increase over the period since 2000. Hence, it is difficult to disentangle what in the most recent developments reflects a reaction to the crisis – cash hoarding in the face of increased uncertainty – from other possible reasons, such as improvements in treasury management, or composition effects. The latter may be especially relevant. As shown by the Survey on the Access to Finance of Enterprises in the euro area (ECB, 2016), the level of liquid assets held by NFCs differs widely across companies as well as by size of enterprise. The percentage of firms reporting higher than usual levels of liquid assets minus those reporting levels lower than usual is positive, at 4% for large enterprises, but negative, at -11% for small and medium-sized enterprises (SMEs). Looking backward, the stronger cash position of European corporations reflects the lack of investment, at least in part, but looking forward, it is a relatively good sign as it reflects a stronger financial position. It reinforces the capacity to react quickly to a more pronounced pick-up in demand.

Source: ECON calculations based on EUROSTAT sectoral accounts.
Note: 4-quarter moving average of the annual growth rate of non-seasonally adjusted data. See note to Figure 1 for the definition of the country groups.

8 For a deeper analysis of the financing situation of SMEs in Europe, see the chapter “SME finance in Europe” in this report.
Typically used for funding public and private capital-intensive facilities and utilities, project finance (PF) is a form of financing based on a standalone entity created by the sponsors, with highly leveraged capital structures and concentrated equity and debt ownerships.\(^9\) PF is an economically significant growing financial market segment, but one that is still largely understudied. According to Thomson Reuters, the PF market was smaller than both the corporate bond and the asset securitisation markets in 2014, but the amount invested in PF was larger than the amounts raised through IPOs or venture capital. In 2014, PF loans worth USD 54.1bn and USD 60.2bn were arranged in Western Europe and the US respectively, and a total of USD 260bn arranged worldwide. The extant literature on PF (Brealey et al. (1996), Esty (2003, 2004), and Corielli, Gatti, and Steffanoni (2010)) suggests that PF creates value and thus reduces funding costs by resolving agency problems, reducing asymmetric information costs, and improving risk management. However, PF transactions are complex, expensive to set up, take a long time to execute – they require a significant amount of cash flow evaluation, due diligence, negotiation, and legal processing – and are highly restrictive once in place (Esty (2004) and Gatti (2008)). Thus, the following questions arise: (1) What factors determine the choice between project financing and corporate financing structures? (2) How do spreads and common pricing characteristics compare between PF loans and other (non-PF) syndicated loans? (3) Is the spread on PF loans significantly lower than the spread on other syndicated loans? And (4) To what extent are PF loans and other syndicated loans priced by common characteristics? Additionally, empirical evidence (Carey and Nini (2007)) suggests that the corporate syndicated loan market is not globally integrated, offering evidence that spreads and pricing characteristics are different in Europe and the US. This raises one last question: (5) Are PF loans financed in integrated debt markets (Western Europe versus the US and Western Europe internally)?

9 This box was prepared by João M. Pinto (Catholic University of Portugal) and Paulo P. Alves (Catholic University of Portugal).
10 We are grateful for the comments and advice provided by Philipp Brutscher and the participants in the 2016 Corporate Finance Alternatives in Europe Workshop at the European Investment Bank and Católica Porto Business School 9th Internal Conference. We would also like to thank the European Investment Bank for providing the ORBIS data. For further details please refer to the full version of the working paper.
11 Due to its contractual idiosyncrasies, PF is also used to segregate the credit risk of the project from those of its sponsors so that lenders, investors, and other parties will appraise the project strictly on its own economic merits. For further discussion, see Brealey, Cooper, and Habib (1996), Almener and Megginson (2000), Esty (2003, 2004), Corielli and Gatti (2000), Fabozzi, Davis, and Choudhry (2006), and references therein.
To compare the financial characteristics of PF loans to those of non-PF loans and examine which factors may explain the choice between project financing and corporate financing, we use a dataset including a comprehensive sample of syndicated loans closed between 1 January 2000 and 31 December 2014. Our sample contains information about 10,950 PF loans (5,935 PF deals worth USD 2,108.8bn) and 199,323 (129,256 non-PF deals worth USD 40,592.6bn) non-PF loans. In addition to deal characteristics (Dealscan), and in order to analyse what factors determine the choice between project financing and corporate financing structures, we also collected firm-specific accounting and market data (Datastream for publicly traded firms and Orbis for privately held firms) and macroeconomic variables, such as the level of interest rates, market volatility, and slope of the yield curve (Datastream).

Figures 1 to 3 present the distribution of PF deals across time, industry, and region. Figure 1 shows that PF lending peaked in 2008, fell in 2009 and rose again in 2010 and 2011. In 2014 a record USD 259.9bn in PF funding was globally arranged, a 278.5% increase from the USD 68.7bn reported for 2000. Similarly, a record USD 3,905.8bn in non-PF syndicated loans was globally arranged in 2014, a 101.1% increase from the USD 1,942.7bn reported for 2000. PF did not significantly contract during the 2007-2008 financial crisis when compared to other forms of syndicated credit. Figure 2 shows that PF lending is concentrated in five key industries, whereas the general population of non-PF deals reveals a far less concentrated industrial pattern: i.e. utilities (29.8%), construction (13.7%), manufacturing (12.6%), mining (10.7%) and transportation (10.7%) account for 77.3% of all PF lending, but only 55.2% of non-PF syndicated deals. This finding is consistent with the common understanding that PF is used primarily to fund tangible-asset-rich and capital-intensive projects. Figure 3 also shows clear differences between the countries which attract PF lending and those where other types of syndicated loans are directed. Whereas the majority of non-PF lending is concentrated in the US (46.1%), only 10.4% of PF lending goes to US borrowers. The biggest recipients of PF lending are Western Europe and Eastern Asia. These regions account for 23.4% and 18.4% of the total value of PF loans, respectively. UK borrowers and the rest of Western Europe accounts for an almost identical fraction (23.4% versus 24.3%) of both types of lending. The relevance of PF lending in Western Europe reflects two major trends. First, the emphasis placed by UK governments on the Private Finance Initiative (PFI): i.e. on private rather than public financing of large public infrastructure projects. Second, PF, especially public-private partnerships (PPPs), played an important role in reducing the need for government borrowing and shifting project risks to the private sector in Southern European countries. Through PPP structures, governments shift construction and operating risks to the private sector, which is usually more efficient in building and running the asset, and obtains both private sector funding and private sector management.

Figure 1

Evolution of PF and non-PF deals by year

PF and non-PF deals by year
Univariate analyses show that most of the common pricing characteristics differ significantly between PF and non-PF loans, with PF being most commonly used for capital-intensive facilities and utilities in riskier than average countries, using relatively long-term financing.

In order to answer questions (3) to (5) we employ an OLS regression with standard errors clustered by deal. A Chow test for a structural break is used to investigate whether the credit spreads associated with PF and non-PF loans are influenced differently by common pricing factors, as well as whether PF loans in the US and Western Europe are priced in integrated or segmented debt markets. Our results reveal that PF loans and other syndicated loans – corporate control loans, capital structure loans, fixed asset based loans, and general corporate purpose loans – are debt instruments influenced differently by common pricing characteristics. Additionally, we create sub-samples for loans by US and Western European borrowers and we find that PF loans and each of the four categories of non-PF loans are not priced in an integrated debt market.

The results suggest that PF loans are associated with lower spreads: ceteris paribus, spreads on PF loans are, on average, 42.1 bps lower than the spreads on otherwise comparable corporate financing loans. Our results remain unchanged when estimating our base model for sub-samples created, based on whether the borrower is located in the US, UK, or Western Europe or when using
the total cost of borrowing (TCB) measure as proposed by Berg, Saunders, and Steffen (2015) as an alternative to the spread. However, when re-estimating our model for each category of non-PF loans separately, we find that (i) PF loans are associated, when other factors remain constant, with lower spreads than corporate control, capital structure, and general corporate purpose loans; and (ii) whereas for loans extended to US borrowers, the spread on PF loans and fixed asset based loans do not differ significantly, the PF dummy variable is associated with a statistically significant 20.7 bps drop in spreads for loans arranged for Western European borrowers. Overall results support hypotheses of PF transactions as mechanisms for asymmetric information problems, principal-agent conflict reduction and improving risk management within the project: i.e. risks are allocated to the parties that are in the best position to manage them.

Our results also indicate that PF loans in the US and Western Europe are priced in segmented debt markets and that those in Western Europe are associated with lower spreads: PF loans extended to US borrowers are associated with a statistically significant 85.2 bps increase in the spread. Our results remain unchanged when estimating our model for sub-samples created, based on whether the Western European borrower is located in Continental Europe or in the UK. We also conclude that PF loans extended to Continental European and UK borrowers are priced in integrated debt markets and that PF loans are influenced differently by common pricing characteristics when considering borrowers located in Northern Europe versus Southern Europe. Finally, we document that the 2007-2008 financial crisis and the subsequent European sovereign debt crisis significantly impacted PF loan spreads and pricing processes: spreads increased significantly and bank liquidity and sovereign risk became important credit spread determinants during the crisis period.

In order to investigate how firms’ characteristics influence the choice between PF and non-PF debt we use a unique dataset, compiled from three different data providers (Dealscan, Orbis, and Datastream). Our sample includes 750 PF loans (470 PF deals) and 33,962 non-PF loans (25,838 non-PF deals) closed by 6,381 publically traded firms located in Western Europe and the US. It also includes 89 PF loans (59 PF deals) and 3,384 PF loans (2,031 non-PF deals) closed by 1,107 privately held firms. Following the extant literature, we focus on the firm characteristics that reflect transaction costs, renegotiation and liquidation risks, and information asymmetries. For this analysis, we use a logistic regression model. Our dependent variable, choice of debt, is a binary variable equal to 1 if the firm closes a PF loan and 0 if it, instead, closes a non-PF loan. We control for debt contracting characteristics and as the financing choice may be sector-specific, we use dummy variables to control for industry factors. We also account for macroeconomic conditions and if firms employ multiple debt types (PF loans and non-PF loans) within our sample period.

Our results regarding publicly traded firms’ choice between project financing and corporate financing support hypotheses of project financing as a mechanism of overcoming agency conflicts between borrowers and lenders, but provide mixed evidence concerning the relevance of PF in reducing deadweight costs from asymmetric information problems. We find that sponsors choose PF transactions when they seek long-term financing and want to maintain financial flexibility and protect their credit standing. Furthermore, firms that employ project financing over corporate financing are larger and more financially constrained; they also have higher asset tangibility and operate in countries with lower sovereign debt ratings. Finally, firms prefer project financing when issuing relatively lower amounts of debt and are less profitable.

Regarding privately held firms, our results support the asymmetric information hypothesis: Western European sponsors choose project financing when they are relatively smaller and seek long-term financing. Our results document that firms choose PF transactions for relatively large amounts of debt to economise on scale. In addition, firms that employ project financing over corporate financing are less profitable and operate in countries with lower sovereign debt ratings. Finally, UK borrowers positively affect the probability of observing a PF loan rather than a non-PF loan.

For both public and private sponsors, we document that firms which employ both PF and corporate finance lending within our sample period are more likely to choose PF loans when issuing new debt.
In addition, the 2007-2008 financial crisis and the subsequent European sovereign debt crisis increased the probability of choosing PF over other syndicated loans in Western Europe. Finally, transactions by firms in Western European countries with higher sovereign credit risk are more likely to be arranged as PF loans than other syndicated loans. These results noticeably reflect the importance of PF, namely PPPs, in reducing a government’s borrowing and shifting project risks to the private sector during the crisis period, mainly in Southern European countries.
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4.3.2. NFCs’ financial liabilities dominated by debt

In comparison to GDP, the size of equity markets in Europe is well below that in the US (Figure 20). It is even lower than in China and Japan. Turning to NFC debt securities, the outstanding amount is around 12% of GDP in the EU, while it is above that in Japan and the US. In fact, differently from the US where debt is almost equally split into securities traded on a market, in Europe most of corporate debt consists of banks loans. Looking across country groups, the predominance of bank loans is confirmed and remains a structural characteristic of the EU financial system12 and, overall, the European financial system is bank-centred when compared to the US. In particular, corporate bond issuance plays a relatively limited role. Equity financing plays a much smaller role in new external financing than in the US and the development of securitisation is much more limited.

Taking a time-series perspective and looking at the evolution of the liability structure of European NFCs, the ratio of debt to equity, which peaked in 2009, has since then declined, substantially in most countries apart from cohesion countries (Figure 21). In the latter, it remained unchanged but at a relatively lower level. The decline in the debt to equity ratio was more pronounced in vulnerable countries than in core countries, from more than 120% to less than 80% in the former and around 80% to 60% in the latter.

---

12 For more details, see EIB (2015), “Recent developments in investment finance”, Investment and Investment Finance in Europe, especially Figures 7 and 8.
While this decline signals increased resilience of the financial structure to financial shock, it does not necessarily reflect deleveraging alone but also asset price changes. The rebound in stock prices since the end of the sovereign debt crisis has increased the value of equity and therefore lowered the debt to equity ratio.

The decline in the debt to equity ratio of European NFCs is linked to a very limited extent to new issuance increasing the outstanding amount of equity. The rebound in equity issuance recorded since the beginning of 2014 remains relatively contained. From the end of 2013 until the beginning of 2015, the acceleration in equity issuance is most likely explained by the decline in the cost of equity issuance linked to the higher stock prices over the period. Indeed, issuance and cost of equity tend to be negatively correlated (Figure 22). More recently, since the beginning of 2016, stock market issuance has remained subdued. Hence, the movements recorded since the beginning of the financial crisis do not indicate any structural change in the financial liability structure of European NFCs.

Looking at the joint evolution of the net change in bank loans, inter-company loans and outstanding amount of debt, the overall net flow of external financing to European NFCs was positive in 2015 and continued to increase compared to the year before (Figure 23). In Europe as a whole and in core countries, NFCs’ external financing flows reached levels comparable to those at the beginning of the previous cyclical upturn in 2005 and prior to the start of the sovereign debt crisis. This is not the case in vulnerable countries where the net financing flows increased but remained negative in 2015.

Looking at the main sources of external financing together (Figure 23), it appears that bank loans, both short and long, dominate the corporate liability structure. Evolutions in long-term and short-term loans are highly correlated across time and group of countries and, overall, in the EU long-term loans predominate, especially during the pre-crisis period. This mostly reflects the financial structure of corporates in vulnerable countries, where the predominance of long-term loans is more pronounced. This is also true in cohesion countries but for much lower amounts. Net financing occurring through debt issuance is very limited overall and mostly used by corporates in core countries. It nonetheless provided some source of financing to NFCs in vulnerable countries at the end of the sovereign debt crisis. Almost all of it is constituted by long-term debt securities with short-term debt almost nil. Interestingly, intercompany loans compensated for a small part of the decline in short-term loans in vulnerable countries during the sovereign debt crisis.
4.3.3. Reduction of the debt burden and shift towards longer maturity

Looking at corporate debt over GDP to assess where corporations stand in the deleveraging process, one can see that the corporate ratio has marginally declined in Europe. This mostly reflects the deleveraging process in vulnerable countries, where the ratio came down by around 15 pps, from 100% in 2010 to 85% at the beginning of 2016. Across all the country groups, the ratio at the beginning of 2016 significantly retained its value at the beginning of the latest cyclical upturn in 2005 (Figure 24). However, it is not certain that, measured at the aggregated level, the long-term ratio of corporate indebtedness should remain constant over the period. For each firm individually, the capacity to repay debt should be the criteria determining the sustainable level of indebtedness, and this should evolve with productivity, activity and the cost of indebtedness. But measured at the aggregated level, the increase in the debt ratio also reflects changes in the composition of the debt holder, and the possibility for new firms to tap external sources of financing. Indeed, along with financial liberalisation and openness, the development of information technology has enabled firms to relax their short-term financing constraints and may
have shifted the sustainable debt ratio at the aggregate level. Overall, the slight decline in the debt ratio when measured against activity, after years of increase, supports the view that corporate deleveraging has taken place in Europe, and was concentrated in a few countries. As shown in Chapter 7, firms which accumulated more debt before the crisis have experienced a more pronounced decline in investment. Box 2 shows that while the adverse demand effect of deleveraging has been more pronounced in vulnerable countries, specific factors at play in the banking sector also contribute to explaining the asymmetric cyclical developments between core and vulnerable countries.

Together with this light deleveraging process, the decline in the composite cost of nominal debt, and the recovery in gross operating surplus or net entrepreneurial income fuelled by better demand conditions have helped to alleviate the burden of debt, the share of gross interest payments over GOS. Partly reflecting the slow deleveraging process, the burden of corporate debt has been decreasing since the beginning of 2013 (Figure 25). Indeed, for vulnerable countries, after having been well above the average, by more than 5% in 2009, it now stands below that of core Europe. For cohesion countries, given the structurally tighter access to external finance and the relatively lower debt, it remains well below and less volatile. Companies located in vulnerable countries have seen high but markedly decreasing debt service burdens, with the debt service burden now below the European average. At the beginning of 2016, across Europe, firms’ debt payment burdens were very low compared to the historical average since the beginning of 2000.

This is mostly due to the decline in bank lending rates, which are also at historically low levels. Indeed, even if the debt burden reflects the cost of the outstanding debt contracts, the cost of the part constituted by bank loans, which is the larger one, is largely reset within less than a year in most European countries, even if the loan is long term. Hence, corporations have been able to substantially benefit from the lower bank lending rates resulting from lower monetary policy rates. Figure 26 shows the decline in the composite nominal cost of debt financing for EU NFCs. From more than 6% at the beginning of 2009, the cost has declined to around 2.5% in mid-2016 in the EU. With the exception of the increase recorded on the occasion of the debt crisis, in 2011 and 2012, the cost has declined during the entire period. The movement has been shared by the three main components: long-term loans, short-term loans and debt securities, a component which has been more volatile and on many occasions less expensive than bank loans.
In parallel to the change in the overall amount of corporate debt, the maturity of the corporate debt has also changed. Indeed, the ratio of short to long-term debt trends downward, a good sign of financial soundness (Figure 28). This can reflect two very different factors. On the one hand, simply the fact that short-term loans (debt), being renewed more frequently, are impacted more quickly than long-term loans (debt); on the other hand, an active policy of companies which want to benefit from the relatively low-term spread. Corporates in vulnerable and cohesion countries substantially modified their maturity structure before the crisis by debt instrument, increasing the share of short-term liabilities, while corporates in core countries were reducing it. For loans, the share of short-term diminished during the entire period. The change was more pronounced in vulnerable countries.

**Figure 28**  
Maturity structure of main liabilities (ratio of short over long)
4.3.4. Evidence of corporate bond issuance fuelled by ECB policy

With an outstanding amount of EUR 1.8tn (1.2) respectively in the EU and in the euro area in mid-2016, the stock of non-financial corporate debt securities remains relatively low, at around 10% of GDP, and well below that of bank loans (50%). Although there is some evidence of a long-run trend increase, the pace is very slow. Being relatively small, the European corporate debt market is also concentrated across countries and firms, with a few issuers having a large market share (Figure 29). Corporates located in France represent the larger issuers, with a share averaging 31% in the first half of 2016, followed by those located in the UK (27%). Corporates in Germany represent the third largest issuers, but with a share well below the first two (8%). Together, the three largest European economies represent around two-thirds of the EU debt market. The market is not only concentrated by country but also on individual issuers. In the euro area, the first 20 issuers account for 45% of the turnover.

Figure 29: Geographical breakdown of the European corporate debt market (%)

Figure 30: Net issuance of securities in the euro area (sum since the start of the year, billions)

Source: Eurostat, ECB.
Note: Last record is June 2016 (lhs, annual average from mid-2015 to mid-2016).

From the start of the sovereign debt crisis, in 2011, until 2015, corporate debt issuance in Europe remained relatively stable, except in 2012, with net issuance at the end of the year ranging between EUR 40 and 50bn (Figure 30). In 2012, net issuance amounted to more than EUR 120bn, a record number, explained by some specific factors. At the beginning of 2016, the pace of issuance was starting below that of the years excluding 2012, but since then, in February 2016, the pace has markedly shifted upward, catching up with the rhythm recorded in 2012. Moreover, differently from the recent past, the spike in activity was shared across core and vulnerable countries (Box 2). The increase is likely to partly result from a reaction to the ECB corporate-sector purchase programme announced in March 2016. The programme was part of a recalibration of the non-standard measure package. In June 2016, investment-grade euro-denominated bonds issued by non-bank corporations established in the euro area became eligible for the APP. The purchases can be conducted in the primary and secondary markets for ratings above BBB- and maturities of 6 months to 30 years. The programme, widely expected by market participants, has the capacity to foster debt security issuance (Box 2).
Box 2 Explaining the differences in investment dynamics between vulnerable and other euro area countries

Demand, policies, access to external financing and pricing conditions are all relevant factors to explain changes in business investment across the business cycles. Since the start of the sovereign crisis, capital spending has been weak in the euro area, and much more so in vulnerable countries. To understand the reasons behind the weakness of investment in Europe overall and the factors behind asymmetric patterns between core and vulnerable countries, we use two SVAR models.

We show that beyond the weakness in demand, factors at play in the banking sector have also contributed in the vulnerable countries. While debt issuance may have helped corporations to circumvent tight access to bank credit, this possibility has been limited by the size and degree of concentration of the corporate debt market.

Given the data limitation, core countries are proxied by Germany, France and the Netherlands, while vulnerable countries consist of Italy and Spain. For each group, the country data are aggregated using GDP weights. We estimate two SVAR models consisting of the same seven variables each: entrepreneurial income, bank lending spreads, MFI loans, debt premium, annual growth in the outstanding amount of NFC debt securities, business investment (other private investment until end-2015 extended by gross fixed capital formation), and real short-term rate. All the series are country-specific except the series on corporate bond yields, which is available for EU NFCs only. The estimation covers the period from 1992Q1 – 2016Q2, 102 quarterly observations.

After estimation of the two models, that for core countries and that for vulnerable countries, the shocks are extracted following a recursive decomposition. Demand shocks are then assimilated to shocks to investment and to gross entrepreneurial income, shocks to access to bank loans assimilated to shocks on corporate loans and lending spreads, and shocks to access to the debt market to shocks to debt premiums and to debt issuance. Together with the estimated impulse response, the shocks are used to compute the contributions to each variable in each group of countries. This makes it possible to identify the factors which may have contributed to the different evolution observed between the core and the vulnerable countries for the variables in the model. We focus on investment, bank loans, bank lending spreads and debt issuance. Figures A-D below depict by how much the asymmetric demand conditions, and tighter access to bank loans or to the debt market, between the core and the vulnerable countries can account for the different evolution. The Figures in level are also appended.

Figure A shows that from the beginning of the 2010s to the beginning of 2014, investment growth in the vulnerable countries was much below, by more than two standard deviations, that in the core countries. Since then, the gap between the two has decreased, and at the end of 2015 investment growth in the core countries was above that in the vulnerable countries only marginally. The bulk of the difference was explained by demand conditions, which are estimated to have been in favour of the core countries over virtually the entire period. Yet, access to bank loans also played a role, but a more balanced one.

Figure B shows how much the swing in bank loans has been pronounced in the vulnerable countries, from well above the core countries from 2003 until 2007 to well below since 2010, and still remaining below at the end of the period. Differently than for investment, the main drivers of these differences are to be found in access to bank loans, which pushed bank loans before the crisis in favour of the vulnerable countries and has restricted them permanently since then. This was similar for demand. Again, access to debt markets plays a relatively minor role but may have favoured bank loans in the vulnerable countries at a time of high stress, given the difficulty to issue.

---

13 See Maurin L. (2014) for a detailed description of the model and its estimation at the euro area level.
The differences in the movements in bank lending spreads are even more pronounced than for bank loans, with a gap opening in mid-2011. Since then, bank lending spreads in vulnerable countries have remained well above those in the core economies. The gap widened to around 120 bps at the turn of 2012 and subsequently declined to around 25 bps in mid-2016 (Figure C). According to the model, from mid-2011 until the end of 2015, the gap reflects more adverse demand conditions in the vulnerable countries, and therefore the inclusion of a stronger credit risk in the pricing of the loans, but not that alone. Indeed, factors specific to the banking sector, such as more impaired assets, fewer capital buffers and recapitalisation needs, resulted in tighter conditions for accessing bank loans in vulnerable countries during that period. These are estimated to have become more symmetric across the two groups of countries since the middle of 2015. Interestingly, relatively better debt issuance conditions in vulnerable countries have contributed to reducing the gap, as in 2013 and 2014 some corporations in vulnerable countries were able to substitute funding sources and benefit quickly from improved conditions in the debt market.

Debt issuance is much more volatile (Figure D). As explained in the main text, the law of large numbers does not apply, as the bulk of issuance is driven by a few corporations. Therefore, issuance activity may reflect conditions specific to the firms or the sector in which they operate more than the macroeconomy. As such, it is not surprising that the bulk of the differences in debt issuance appears to be driven by idiosyncratic events, portrayed by the green bars. Also, these contributions do not seem very persistent. Still, it is interesting to note that from 1999 until the beginning of 2012, debt issuance co-moves in core and vulnerable countries. Thereafter, until the end of 2014, debt issuance increases in the vulnerable countries when it decreases in the core and vice versa. At the end of the period, at the beginning of 2016, debt issuance rebounds in both groups of countries. This is due to specific factors becoming more supportive in both areas. Most likely, the support results from the extension of the ECB asset purchase programme to corporate debt securities.
Besides demand conditions, conditions specific to the financial sector help to explain some of the differences recorded between vulnerable and core countries since the beginning of the sovereign debt crisis: a more pronounced decline in investment, a sharper decline in bank loans and the opening of a gap in bank lending spreads. Also, the limited capacity to issue debt securities is considered to have partly safeguarded core countries from the lasting effects of the banking sector adjustment. More recently, with the inclusion of corporate debt in the APP, the ECB may have reactivated this channel for the entire euro area. Beyond its role in supporting capital expenditure in the short-to-medium term this policy contributes to promoting the development of more diversified financial markets, improving market stability and resilience and the monetary transmission channel (Valiante, 2016). Helping to foster the corporate debt market, the inclusion of corporate debt in the APP can be instrumental to establishing the Capital Market Union. Although still at an early stage, the Capital Market Union can be expected to make it easier for smaller firms to raise funding, for example, by helping to free up bank balance sheets.
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Shock contribution in each group of countries

**Vulnerable**

**Investment growth** (annual growth rate, %, and contribution, p.p., de-meaned)

**MFI loans to NFCs** (annual growth rate, %, and contribution, p.p., de-meaned)

**Bank lending spread** (p.p per annum, and contribution p.p., de-meaned)

**Corporate debt** (annual growth rate, %, and contribution, p.p., de-meaned)

**Other**

**Investment growth** (annual growth rate, %, and contribution, p.p., de-meaned)

**MFI loans to NFCs** (annual growth rate, %, and contribution, p.p., de-meaned)

**Bank lending spread** (p.p per annum, and contribution p.p., de-meaned)

**Corporate debt** (annual growth rate, %, and contribution, p.p., de-meaned)
4.4. Banking sector’s capacity to take risk and finance capital expenditure

In this section, we analyse the strength of the European banking sector, in order to assess its capacity to provide loans. We review where banks stand in terms of capital adjustment and show that the European banking sector has become more resilient, as supported by the EBA 2016 stress test. ECB monetary policy has been successful in restoring the transmission channel of monetary policy, so that the pass-through of monetary policy rates to the cost of bank borrowing has been restored.

Box 3 shows that the risk components have been especially elevated for vulnerable countries in the wake of the sovereign debt crisis. However, the bulk of the risks reflect the vicious bank-to-sovereign loop and not risks originating in the corporate sector. More recently, since mid-2014, as Box 3 shows, the cuts in monetary policy rates have been passed-through to the cost of borrowing so that pricing conditions have become more symmetric across Europe. However, the European banking sector is going through a period of structural adjustment and the quality of bank assets remains very diverse across European jurisdictions. Looking forward, banking sectors may differ in their capacity to finance them through accumulated earnings in a low interest rate environment. This would be especially important if the current environment were to remain persistent. Banking sectors encumbered with impaired assets and drawing most of their income from net interest revenue would then be more exposed.

4.4.1. EU banks have strengthened their balance sheets…

Over the last four years, EU banks have increased their capital ratio substantially, in an unprecedented manner. At the end of 2015, the EU banking sector had a Core Tier 1 capital ratio of 13.2% (EBA 2016). This was 200 bps higher than in the stress sample of 2014 and 400 bps higher than in that of 2011. A large part of the adjustment has occurred through equity issuance and capital retention. Indeed, the increase in the CET1 capital base is estimated to have contributed to almost all of the 3 p.p. increase in the CET1 ratio since the beginning of 2010 (Figure 31). This mostly resulted from recapitalisation. This was accompanied by a rise in assets, being offset by de-risking, and a change in the asset composition of banks towards relatively less risky components. The fact that the bulk of the adjustment took place through a stronger capital base does not mean that the effect on the economy was muted. Indeed, part of the stronger capital base resulted from higher earnings retention achieved through a higher bank lending margin. There is some evidence in the literature that the capital adjustment towards a more resilient banking sector has been detrimental to the provision of credit (BIS, 2010 or Bridges et al., 2014).

The CET1 capital ratio is one of the measures of bank balance sheet strength and it is possible that during the adjustment to more stringent capital requirements, European banks optimised their response by implementing regulatory arbitrage, following the less costly strategy to achieve the same goal. For instance, analysis has shown that banks implementing the Internal Risk Based Approach (IRBA) were reporting lower risk weights than those applying the Standard Risk Methodology (EBA, 2013). To some extent, this reflects differences in the sample of banks considered. Banks implementing IRBA are larger banks which have more expertise and more scope to minimise the risk on their entire portfolio by covering positions with risks negatively correlated. However, the implementation of IRBA may have also enabled banks to lower risk weights. This is supported by the fact that changes in risk weights contributed positively to the capital ratio over the period; they declined at the time of one of the worst economic crisis (Figure 31). Of course, several technical factors may explain this evolution, among them the shift of part of the bank portfolio towards the distressed portfolio during the crisis. However, in these conditions, other ratios, such as the leverage ratios, can provide a more accurate measure of the strength of bank balance sheets (Blundell-Wignall and Roulet, 2013). To take this possibility into consideration, we provide a measure of the change in capital ratio which computes the principal component of a broad set of measures, such as total capital ratio, risk-weighted capital ratio, leverage ratio, loan to deposit.  

---

14 The stress test sample consists of 51 banks, covering around 70% of the European banking sector. 37 banks are domiciled in the euro area, with the remainder in Denmark, Hungary, Norway, Poland, Sweden and the United Kingdom.

The rise observed in Figure 32 confirms that banks have strengthened the resilience of their balance sheets and their overall solvency. This assessment is confirmed by the stress test results released in July 2016, which show that, overall, the EU banking sector is robust enough to withstand adverse economic conditions.

Moreover, it confirms that the regulatory adjustment of capital ratios recommended under Basel III and enforced under CRR-CRD IV has come to completion.

### Figure 31
Accounting-based decomposition of the change in CET1 capital ratios of EU banks

![Figure 31](image1)

**Source:** ECON calculations based on Eikon DataStream.

**Note:** Change since 2010 and contributions (pp). Based on the average of 33 listed banks. See footnote to Figure 32.

### Figure 32
Factor-based measure of capital and leverage ratio of EU banks

![Figure 32](image2)

**Source:** ECON computations based on Eikon DataStream.

**Note:** Based on 33 listed banks located in DE, FR, IT, ES, AU, UK, SW and DK, see Galiay A. and L. Maurin (2015). For each bank, the principal component of a set of balance sheet indicators related to capital and leverage is computed and de-meaned over 2003Q1-2016Q2. The blue line inside the green ones portrays the median of the indicator across the sample of banks while the two green lines represent the 25% and 75% quartiles.

4.4.2 ... and should be relatively resilient in the current environment...

On the one hand, the cost of funding of banks has substantially declined. Indeed, as shown in Figure 33, the spread to the underlying reference rate has declined by almost 200 bps since the beginning of 2013. However, it has remained relatively stable since the beginning of 2015, above the pre-Lehman period. This indicator may provide a rosy picture of the current situation and underestimate the tensions, at least in the euro area given that the incentive to issue bank debt may be relatively weak, especially in the euro area where Targeted Longer-Term Refinancing Operations and full allotment policies are being implemented. In this context, the less creditworthy issuer may favour recourse to ECB funding. Yet, as reiterated by the results of the July 2016 EBA stress tests, EU banks are well capitalised. In the adverse scenario, which entails a GDP 7.1 p.p. below the EC baseline forecast in 2018, the capital ratio decreases by 380 bps but stands at 9.4% at the end of 2018. European banks continue to suffer from weak investor preference and their valuation remains very sensitive to negative events hurting specific institutions.
As developed in Chapter 1 and reiterated throughout this report, the current macroeconomic environment, whilst remaining challenging, is improving across Europe. Hence, many indications suggest improved bank balance sheets and higher income. An indication of these improvements is provided in Figure 34. For most of the larger European banks, a dataset mixing indicators of the domestic macroeconomic environment where the bank is domiciled together with key indicators of profit and loss, liquidity and funding and capital and leverage ratios is set up. Out of it, the common component is extracted. The indicator characterises the bank’s operating environment: the higher it is, the more supportive it is to the conduct of banking operations and the supply of loans. Figure 34 reports the median common component and the inter-quartile interval for the 33 banks operating in the eight EU countries covered in the sample. It appears that after the trough of the Lehman crisis at the turn of 2008 and, more recently, that of the sovereign debt crisis, in mid-2012, the indicator has improved but remains below the levels reached before 2008. Interestingly also, the dispersion around the indicator has decreased, thereby suggesting less divergence across European banking systems.\(^{16}\)

---

16 A very similar picture is provided by the systemic risk indicator computed over more than 300 European banks by the VLAB at the NY Stern University available on http://vlab.stern.nyu.edu/analysis/RISK.WORLDFIN-MR.GMES. See Archarya et al. (2012).
4.4.3. ... in which the cost of bank borrowing has reached historically low levels

While the long-term benefits of more stringent capital requirements have not yet materialised,17 during the cyclical rebound, the more capitalised and stronger banking sector is in a better position to transmit the monetary policy measures to the real economy and provide loans. There are several evidences of this. On the back of cuts in monetary policy rates, the cost of bank borrowing has declined substantially, all across Europe and even in real terms. In June 2016, it stood lower than at the beginning of 2014, even in real terms, by between 47 bps on average across EU countries (Figure 35). The decline was even more impressive in the vulnerable countries, where it seems that, after having been relatively subdued, the transmission channel has been restored in Italy and Spain, on the back of non-standard measures implemented by the ECB (Box 2 and Box 3). For vulnerable countries as a whole, the real cost of bank borrowing declined by 114 bps from mid-2014 to June 2016. This stronger decline may reflect the success of non-standard measures implemented by the ECB to restore the monetary transmission channel of monetary policy. Indeed, prior to May 2014, the bank lending rate in these two countries had become relatively less responsive to the cuts in monetary policy rates. Following the implementation of the June 2014 package18, the pass-through is estimated to have rebounded in these two countries and the euro area as a whole, while remaining unchanged in France and Germany (Figure 36).
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**Figure 35** Real cost of bank borrowing for NFCs
(deflated by one-year ahead HICPex-inflation, % p.a.)

![Figure 36](image2.png)

**Figure 36** Response of NFC bank cost of borrowing one year after a 10 bps decline in the market reference rate, larger EA economies (p.p. per annum)

Source: ECON estimations based on Eurostat.
Note: See Figure 1.

Source: ECON estimations
Note: Model simulations based on bank lending rate pass-through equations comprising a money market rate and a sovereign spread as a measure of risk. The equations are Single Error Correction Equations. They are estimated on monthly data starting in March 2003.

---

17 See Galay and Maurin (2015).
18 The package entails a cut in the deposit facility rate, which falls below zero, as well as the announcement of two targeted longer-term refinancing operations. It was followed at the beginning of 2015 by the start of the Asset Purchase Programme.
Box 3 Drivers of bank lending rates

In normal times, as a consequence of arbitrage opportunities and market competition, banks’ lending rates closely reflect changes in their funding costs. In abnormal times, as a result of heterogeneous risk components and market segmentation, this relationship can be distorted, making policy-making particularly difficult. In the largely banking-dependent European financial sector this can place an additional burden on the corporate sector and curb real economic activity.

Asymmetric developments in bank lending rates in recent years have weighed on the process of financial integration across Europe. In this respect, the euro area is a particular example, as even with access to the common liquidity provided by the European Central Bank (ECB), bank lending rates differ strongly across different jurisdictions. As a consequence, the transmission of the euro-wide policy instruments to the real economy is hampered, or can even create asymmetric distortions across the Member States. Better understanding of the factors driving bank lending conditions can ensure more effective policy implementation and alleviate many of the borrowers’ constraints.

Empirical studies highlight that heterogeneity in bank lending conditions can originate in high levels of sovereign debt, sluggish economic activity, weak banks or high economic uncertainty (Paries, et al. 2014). High levels of sovereign indebtedness and therefore higher sovereign funding costs are a sign of unsustainable fiscal policy. They can increase the solvency risk of a country and force banks to account for them when granting loans. In the case of a sovereign default, debtors who are government-dependent would find it more difficult to finance their obligations, which will have a direct effect on banks. Similarly, in a slow-growing or stagnating economy incomes and investments are stalled, making the debt more burdensome than had been assumed when applying for a loan. The banks need to compensate for this risk by raising retail lending rates. Weak banking positions, i.e. low capital ratios or high riskiness of balance sheets, limit the incentives to take additional risk by granting new loans as well as increasing the counterparty risk in the interbank market. These two effects put upward pressure on retail rates. Similarly, high economic uncertainty and subdued economic growth increase the risk that the debtor will not be able to repay its obligations, which eventually makes banks demand higher risk premia on the loans they grant.

In this box we study the evolution of the factors which affected bank lending rates, taking the example of four euro area countries: Germany, France, Italy and Spain. We distinguish between three potential factors affecting bank lending: namely sovereign, supply-side and demand-side conditions, which we approximate by generalised macroeconomic measures. We look at interest rates on small loans (up to and including EUR 1m) which the Monetary Financial Institutions (MFIs) granted to Non-Financial Corporates (NFCs) in the period from January 2000 until March 2016. We estimate a factor-augmented pass-through model, explaining the dynamics of the bank lending rates \( \Delta BR_t \) as a function of interbank market rates \( \Delta IR_t \) and sovereign \( \Delta SOV_t \), supply \( \Delta SF_t \) and demand factors \( \Delta DF_t \). One can formally write the model as

\[
\Delta BR_t = \sum_{j=1}^{J} \delta_j \Delta BR_{t-j} + \sum_{k=1}^{K} \lambda_k \Delta IR_{t-k} + \sum_{s=1}^{S} \omega_s \Delta SOV_{t-s} + \sum_{m=1}^{M} \sigma_m \Delta SF_{t-m} + \sum_{n=1}^{N} \Delta DF_{t-n} + \alpha (BR_{t-1} - \beta_1 IR_{t-1}) - \beta_2 SOV_{t-1}
- \beta_3 SF_{t-1} - \beta_4 DF_{t-1} - \beta_0 \epsilon_t + \epsilon_t,
\]

where \( \Delta \) denotes the changes and \( \epsilon_t \) is the error term. We approximate sovereign and supply-side components by probabilities of default (PD). In particular, we take 1-year PDs for the sovereign, and sample median of 1-year PDs for the banking sector. As a demand-side proxy we take labour market conditions, expressed by either employment expectations or unemployment rate, depending on

19 The banking samples for which PDs are available tend to be skewed towards larger and more transparent entities. We therefore carried out several robustness checks, including rates granted on bigger loans and different quantiles of the PD distributions. The main results were robust to these specifications.
The explanatory power of the variable. As a benchmark interbank rate we use the 3-month EURIBOR, which is the average interest rate at which euro area banks trade unsecured in the euro wholesale money market. The interest rate and labour market data come from the ECB, sovereign PDs come from Kamakura and banking PDs come from Moody’s. The dynamics are smoothed by the 3-month moving average. The results are presented in Figure A.

**Figure A** Estimated contribution to bank lending rates.

(a) Germany  (b) France  

(c) Italy  (d) Spain

The contributions for each country are calculated from the augmented interest rate pass-through model. Market rate is taken as 3-month EURIBOR whereas risk factors include sovereign risk which is approximated by 1-year sovereign PDs, financial risk which is represented by 1-year PDs of the banking sector and macro risk which is taken as employment expectations for Germany, France and Spain, and as an unemployment rate for Italy. The contributions of the market rate and macro risks are de-meaned by the sample averages. The estimation sample covers the period from January 2000 until March 2016. The optimal lag order of particular variables has been selected on the basis of the in-sample goodness of fit. Source: ECB, Kamakura, Moody’s.

One can readily observe the differences in interest rate dynamics between the core and vulnerable euro area countries. In the former, the risk factors did not translate into much higher bank lending rates. To the contrary, low levels of risk put marginal downward pressure on bank lending rates in Germany. In France they jointly contributed around 7.5 bps as of March 2016.
The risk factors have substantially dampened monetary policy transmission in Italy and Spain, in particular, in the years following the financial and sovereign debt crises. Financial intermediation was strongly disturbed in Italy after 2008, reaching the apogee in 2013. Spanish risk contributed around 50 bps to bank lending rates before the crisis, but the effect surged during the sovereign debt crisis, mostly driven by sovereign disturbance. During the peak period in 2014 the risk factors added almost 2.6 pp to lending rates in Spain, and even though they declined over recent months they still contribute around 1.1 pp. In Italy, during the peak period, the risk built up to around 2.1 pp and it recently converged to nearly 0.9 pp.

With non-responsive retail rates the standard monetary policy actions are largely ineffective. The fact that the ECB operates near to the zero lower bound environment makes bank lending only more difficult to stimulate as the conventional tools run out of scope. Strategies which could improve the effectiveness of the transmission channels should gain more attention. These could include policies aimed at restoring market confidence, cross-border risk-sharing and fostering financial integration in the euro area.
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4.4.4. But the persistence of the current policy configuration may pose a risk to the capacity to provide credits...

The most recent experience suggests that the Zero Lower Bound (ZLB) is below zero. The rate is defined as the minimum monetary policy rate that can be achieved without transmitting into a deposit rate provided by banks to money holders, which would trigger a rush on cash. Even the deposit rate may be below zero as storing and insuring a large quantity of cash is costly. However, should the return on monetary assets go down further and be expected to remain lower for a prolonged period, such behaviour could be triggered.

Because of this possibility, banks are reluctant to pass on negative interest rates to their depositors and the funding cost of banks becomes less elastic to monetary policy rates at low levels. Hence, when lowering the lending rate they offer on corporate loans, the net interest rate margin can be reduced. If all banks were sharing the same funding structure while operating competitively, the lending rate would just move according to the change in the funding cost without impacting the net interest margin. But banks have different liability structures, across countries and within countries, some being more market-funded and others more deposit-funded. The latter are likely to be more negatively affected by a negative interest rate policy (NIRP).

Beside the possible detrimental effect of a NIRP on the net interest margin, the current monetary policy may contribute to weakening banks' income as it flattens the yield curve. Banks operate maturity transformation; they borrow short and lend long. Hence, their profits are negatively affected by a decline in the term spread. The reaction may however take time to materialise as given the maturity structure of banks' balance sheets, the funding costs react more quickly than the return on assets. Assuming a high share of fixed rate loans, the short-term effect may even be positive.
To summarise, banks’ interest margins may be negatively affected by the current monetary policy configuration. More exposed are banks which have a larger deposit base offering floating rate loans. However, this remains only part of the overall effect. The rebound in activity fuelled by the monetary accommodation is also likely to increase asset quality and loan demand, resulting in more activity for banks. Hence, it is difficult to draw conclusions about the impact of the current policy on banks’ returns, and the negative partial effect of the current monetary policy on banks’ net interest margins has to be compounded by the capital gains for banks and, beyond, the positive effects, in terms of stronger growth, for the economy as a whole.

Given the lack of public statistics on individual banks’ P&Ls, one should remain very cautious before drawing conclusions about what has recently happened, as aggregated figures may mask opposite dynamics partly explained by the reasons mentioned above. On top, other factors contribute to explaining the developments in banks’ P&Ls which can therefore not be directly attributed to policy. Some information suggests that indeed, net interest margins have declined, but that this decline has been offset and the return on equity has increased (Figure 37). Anecdotal evidence suggests that banks have started adapting their business model, increasing fees and commissions and reducing operating expenses. Asset quality also seems to have increased, resulting in lower provisions. So far, no clear signs of negative impact are visible in Europe and the euro area. But given the differences in business models, banks with a higher share of incomes drawn from net interest income may be more exposed (Figure 38).

While this assessment takes stock of the current picture, stock market information may help to gauge future evolutions (Figure 39). Indeed, European banks are suffering from an undervaluation which accelerated during the summer of 2016 after the release of the stress test results. This comes at odds with the conclusions of the EBA stress test released on 29 July 2016 (EBA, 2016), which shows that almost all the EU banks stress tested are well-capitalised and can withstand an adverse macroeconomic scenario.
The undervaluation of EU banks compared to the pre-crisis level, does not reflect a reassessment of the macroeconomic outlook as stocks of NFCs have rebounded (Figure 39). To some extent, the relatively low valuation of banks’ stocks may partly reflect the costs of adjusting to the remaining new regulatory requirements. A structural readjustment may have occurred, resulting in a persistently lower valuation of bank equity in the sense that in the wake of the financial crisis investors realise that banks should act with more capital.

Most likely, the bulk of the decline in banks’ stock prices at a time when non-banks’ stocks are increasing, suggests low earnings expectations. The low valuation pushes up the cost of bank capital. Overall, internal capital generation is reduced, an equity issuance is also more costly, therefore restricting banks’ capacity to provide loans. In turn, the relatively weak earnings expectations may reflect the belief that the current situation is not sustainable and may weaken the banking sector. The longer it lasts, the more financial stability is at risk and the more likely the detrimental effects on activity will predominate.

Besides the risk to income generation in the current monetary policy environment, one should not forget the legacy assets and the ratio of non-performing loans undermining the capacity of banks to take on new risks. For a vast majority of the European banking sector, the results of the asset quality review conducted in 2014 alleviated concerns regarding asset quality. However, in some vulnerable countries, the ratios of NPLs over total loans increased dramatically during the sovereign debt crisis. While they have gone down substantially from their peak for most of them, more needs to be done in some jurisdictions, such as Italy and Ireland for instance (Figure 40). European banks’ problems stem from concerns about their future profitability rather than their solvency; the NPL issue needs to be addressed for the bank transmission channel to continue working properly.

20 This assessment is shared among European central banks, see Draghi (2016), Constâncio (2016), Praet (2016), Carney (2016).
4.4.5. ... and asymmetries across countries and size of enterprises remain

The improvements reviewed point to less fragmentation in the European banking sector. At the same time, there is evidence that the situation remains challenging for some corporates in some parts of the European financial system, with smaller corporations facing tighter access to credit especially in vulnerable countries. This is apparent when looking at the spread between the bank lending rate on small loans – a proxy for small corporations assuming that those are the bulk of the borrowers demanding small loans – and larger loans (Figure 41). While historically, the gap is positive, because smaller borrowers appear more risky over time\(^\text{(21)}\), the gap has widened in the wake of the post-Lehman crisis and even more during the sovereign debt crisis. Interestingly during the latter, the widening of the gap has been much more pronounced for the smaller corporations in the vulnerable countries, from 1.0 p.p. on average on short-term loans at the beginning of 2011 to around 1.7 p.p. in the first half of 2012. At the same time, the gap for core Europe remained relatively more stable.

The survey on access to finance for enterprises suggests that at the EU level, conditions have improved even for small corporations (Figure 42). But, overall, access to external finance remains tight for SMEs, which cannot access corporate debt markets – even less the stock market – and borrow from banks at more expensive rates. By providing intermediated lending, credit guarantees, securitisation and equity products, the EIB Group is committed to supporting SME finance by providing dedicated funds to, and sharing the credit risk with, the banking sector so that it can lend to this type of final borrowers.

---

**Figure 41** Spread between small and large loans of short-term maturity (p.p., 3-month moving average)

![Graph showing spread between small and large loans of short-term maturity](image)

**Figure 42** Changes in factors affecting the availability of external financing for SMEs in the EU (p.p.)

![Graph showing changes in factors affecting the availability of external financing for SMEs in the EU](image)

Source: ECON computations based on ECB.

---

\(^{21}\) For a more lengthy discussion on the long-term gap between rates on small loans and rates on large loans, as well as a link to the riskiness of the loan, see Chapter 5 of this report.
4.5. Concluding remarks

In this chapter we have analysed the macro-financial environment of European NFCs with a view to detecting financial factors possibly hindering their capital expenditure. We have provided evidence that the macro-financial environment has improved significantly since the end of 2012, and to a lesser extent since the end of 2014. Recently, the financing conditions appear to have been relatively supportive of investment, up to mid-2016 at least. After years of financial crisis, this positive achievement results from several policy measures, primarily monetary policy.

In this context, we have shown that the corporate sector has taken the opportunity to improve its financial soundness, very significantly where it was most needed, in vulnerable economies. At the same time, the banking sector has built up capital buffers and, having increased its resilience, stands in a better position to provide funding. However, the sector needs to adapt its business model. It is going through a period of major transformation and is confronted by weak investor preference.

Going forward, together with the high level of impaired assets, the low and flat yield environment may become a risk to the banking sector’s capacity to provide loans. In some countries, the twin coincidence of a banking sector more exposed to the low and flat yield environment, owing to structural features, and impaired assets, owing to a more pronounced cyclical dip, could prove very harmful to the European economy as a whole.

Monetary policy being close to its limits, other policies should be implemented. In the context of the EFSI plan, the EIB is providing more and more support for the recovery. In the longer term, the development of deeper financial markets across Europe would help to achieve better resource allocation, reduce the likelihood of entering secular stagnation, and better protect European economies against shocks.
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Bottlenecks in financing SMEs’ competitiveness

Chapter at a glance

- **Given the importance of small and medium-sized enterprises (SMEs) as the backbone of the EU economy, the financing of their activities and their access to finance is of particular relevance. In this paper we analyse the current state of SME finance in Europe.**

- **Access to finance remains of greater concern to SMEs than to large enterprises, mainly because SMEs depend very much on bank financing.**

- **Both the general economic environment and the SME-specific business climate are continuing to improve. However, the recovery remains fragile: recently, growth estimates have been revised downwards and SMEs remain pessimistic about future investment opportunities. The outcome of the recent Brexit referendum adds to European policy uncertainty and can therefore be expected to have a negative effect on the recovery process.**

- **Traditional bank lending can be complemented (or sometimes even replaced) by additional instruments that help to alleviate SMEs’ difficulties in accessing finance, such as loan guarantees and securitisation, microfinance and private equity/venture capital.**

- **Credit guarantee schemes “are used widely across economies as important tools to ease financial constraints for SMEs and start-ups” (OECD, 2013). In Europe, the volume of outstanding guarantees as a percentage of GDP is highest in Italy, Portugal and Hungary, i.e. “in those countries, where a network of local or sectoral guarantee institutions is well established” (OECD, 2013). In 2015, the total outstanding guarantee volume of members of the European Association of Guarantee Institutions (AECM) increased by 2.2% to EUR 80.3bn.**

- **SME securitisation (SMESec) indirectly creates a secondary market for SME loans. The benefits for banks and investors can feed through to have a positive effect on SMEs’ access to finance. Despite the crisis, SMESec in Europe performed relatively well in terms of default rates; however, it is still suffering in terms of issuance. Regarding future regulation, reasonably defined criteria for “high quality”-labelled securitisations might be a way to support the market revival.**

- **Microenterprises are important contributors to employment. Especially in countries with high unemployment rates, microenterprises act as a driving force for job creation. In light of this, it is particularly problematic that their overall business environment remains unfavourable compared to their larger peers. While the supply of microfinance has been on the rise recently, MFIs expect a reduction in public support in the coming years – a direct consequence of austerity policies (EMN-MFC, 2016 and EMN, 2014). This could threaten the future development of the sector.**

---

2 EIF regularly describes the current situation in SME financing markets in its publication “European Small Business Finance Outlook” (ESBFO), which is published twice a year (usually in June and December) and provides the framework for this paper. See Kraemer-Eis, Lang, Torfs and Gvetadze (2016).
Following the severe crash in 2008/2009, private equity (PE) partially rebounded, including in the venture capital (VC) segment; however, the total investment and fundraising volumes are still below pre-crisis levels. Investors’ cautious sentiment towards VC is shown in the shift in the investor base since 2008. Government agencies accounted for almost a third of total VC fundraising in 2015, thereby continuing to support the market recovery. In addition, some of the gap left by the fall in VC investment has been filled by increased business angel activity.

There are market imperfections for SME finance that are serious enough to warrant public support. Such support must improve SMEs’ access to finance without distorting efficient market forces.
5.1. Introduction

Small and medium-sized enterprises (SMEs) are commonly known as the backbone of the European economy. In the European Union (EU)’s non-financial sector, more than 22.3 million SMEs accounted for 99.8% of all enterprises, employed 90 million people (66.9% of total employment) and generated EUR 3.7tn in value added (57.8% of total value added) (European Commission, 2015).

Financial institutions are usually reluctant to extend uncollateralised credit to SMEs, even at high interest rates. This is rooted in the fact that obtaining adequate information on the true credit quality of firms is costly, which holds particularly true for small, typically young, companies (see also Chapter 4). This can lead to a phenomenon that is referred to as the SME financing gap, i.e. an insufficient supply of credit to SMEs (OECD, 2006). The SME financing gap is driven by a market failure typical of the credit market: information asymmetries. Information asymmetries can lead to credit rationing through either moral hazard problems or an adverse selection of low quality borrowers (Akerlof, 1970; Jaffee and Russel, 1976; Stiglitz and Weiss, 1981). Information asymmetry induced credit rationing is particularly prevalent in the market for lending to SMEs, for two reasons. The first relates to their lack of collateral: the availability of collateral provides a way for borrowers to directly eliminate the asymmetric information problem. Pledging collateral in a loan agreement allows firms to bindingly signal their true credit worthiness. In particular new or young firms, with a lack of collateral and by definition without a track record, are those that encounter the greatest difficulty in securing access to finance (Kraemer-Eis, 2014). The second reason relates to the fact that credit market information asymmetries are more pronounced for small firms and the cost of monitoring them is higher. Large companies are required to adhere to corporate norms, legal standards, formal reporting requirements etc., whereas business decision-making processes, transparency rules, dividing lines between company and personal assets are less defined for SMEs. Market failures in the bank lending market therefore imply that many SMEs with economically viable projects will not be able to obtain the necessary financing from the regular system of financial intermediation (BIS, 2012). Given the strategic importance of SMEs as drivers of economic growth and innovation, it is of crucial importance to address the consequences of credit market failures in order to exploit the externalities from entrepreneurial dynamism (Honohan, 2009).

Apart from such structural difficulties, the financial, debt and economic crisis has made it even harder for SMEs to access funds in recent years (Pelly and Kraemer-Eis, 2012). Before the crisis the OECD (2006) concluded that “in the major OECD countries […] no generalized financing gap can be identified”, but since then the financing landscape has changed significantly. Although global economic prospects have gradually improved since 2009, the recovery has lagged for small enterprises, and access to finance remains a pressing problem for European SMEs, in particular microenterprises.

In addition to traditional bank lending, there exists a range of financial instruments that can help in alleviating SMEs’ difficulties in securing access to finance. In the following sections, we shall look at some of these instruments for SMEs. We cover loan guarantees and loan securitisation (section 5.3), microfinance (section 5.4) and private equity (section 5.5). Loan guarantees can replace missing collateral and hence enable banks to grant more loans. SME loan securitisation aims to enhance the lending capacity of financial intermediaries such as banks and can thus help to improve the availability and terms of debt for SMEs.

---

3 As defined in European Commission Recommendation 2003/361, SMEs are companies that have fewer than 250 employees and either a turnover not exceeding EUR 50m or a balance sheet total not exceeding EUR 43m. See the dedicated website of the European Commission, Directorate-General Enterprise and Industry, for more details: http://ec.europa.eu/growth/smes/business-friendly-environment/sme-definition/index_en.htm.

4 An analogous argument is valid for equity financing.

5 See OECD (2014) for an overview of market failures in SME lending and mitigation techniques.

6 For a more elaborate description of market failures in the SME lending market, see Kraemer-Eis, Lang, Torfs and Gvetadze (2016).
Microfinance provides access to funds typically for microenterprises and those who would like to become self-employed, i.e. for target groups that find it very difficult to secure access to finance. Private equity, especially the venture capital part of the market, aims to improve the availability of risk capital, particularly for high-growth and innovative SMEs. While equity instruments typically reach an important but limited share of SMEs, guarantees and securitisation target the “traditional” debt instruments that are important for the majority of SMEs. Microfinance is typically aimed at micro and small enterprises. However, the availability of all these instruments depends very much on the current state of the respective markets. We shall discuss this in the following sections. But first, in section 2 of this chapter, we analyse in more detail the current situation of SMEs’ access to finance in Europe and lending to SMEs.

5.2. Business environment and SMEs’ access to finance

The financial, debt and economic crisis dramatically worsened the business environment for European SMEs from 2008 onwards, particularly in the southern/peripheral European countries, which suffered most from the crisis. However, in the recent past the situation has changed for the better and the SME business climate is set on a gradual path to recovery. Since 2013, the SME business climates in the North and the South have experienced a pronounced convergence, as the recovery has proceeded at a more rapid pace in the southern/peripheral countries. In the southern/peripheral countries the recovery in the SME business climate is expected to have stagnated during the first half of 2016, after having experienced a strong improvement in the previous semester. This implies that the convergence between North and South that began in early 2013 will come to a halt. In addition, it is to be expected that the outcome of the recent Brexit referendum will have a significant negative impact on the business climate of European SMEs, as uncertainty will induce SMEs to postpone investments.

Figure 1 SME Business Climate Index

![SME Business Climate Index](image)

Source: Based on UEAPME Study Unit (2014).
Notes: The UEAPME SME Business Climate Index (UEAPME, 2016) is calculated as the average of the current situation and expectations for the next period resulting from the sum of positive and neutral (meaning: no change) answers as regards the overall situation for the business. For example, for “semester A”, with 25% positive, 55% neutral and 20% negative answers, the Index would be 80 (25 + 55), and for “semester B”, with 40% positive, 30% neutral and 30% negative answers, it would fall to 70 (40 + 30). However, the respective balances of positive minus negative answers would show the opposite, from 5% (25 – 20) for “semester A” to 10% (40 – 30) for “semester B”. Therefore these balances should also be examined and they are reported in UEAPME’s EU Craft and SME Barometer.
Although the economic environment is improving for SMEs, significant difficulties remain. According to the ECB’s latest Survey on the Access to Finance of Enterprises, or SAFE (ECB, 2016), about 10% of SMEs in the euro area still report access to finance as their most important problem in the second semester of 2015 (see Figure 2). Also here, this euro aggregate hides a significant amount of cross-country heterogeneity: in Italy, for example, the number of SMEs experiencing difficulties in accessing external finance exceeds the European average: 13.4% of SMEs considered access to finance to be their most important problem, up 1 percentage point from the previous semester. In Germany, this percentage amounted to just 6.4%, a decrease of 1 percentage point compared to the previous semester.

**Figure 2**  
**Euro area SMEs’ most pressing problems**
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Source:  
ECB SAFE Survey.

**Figure 3**  
**SMEs’ most pressing problems in Germany, Spain, France and Italy**

Source:  
ECB SAFE Survey.

Some positive signs have also been observed on the supply side of the SME bank lending market. According to the reporting banks in the ECB’s Bank Lending Survey, debt suppliers continued to ease credit standards applied to the approval of loans or credit lines for SMEs, but credit standards for loans to enterprises are still considered to be above their historical average (ECB, 2016b).
It appears that financial hurdles remain a greater concern to SMEs than to large firms. One potential reason for this structural weakness is that SMEs are more dependent on bank finance, such as loans and credit lines, than large firms, which can launch public offerings for debt and equity (OECD, 2014; ECB, 2013). During the crisis a combination of balance sheet concerns, increased risk aversion and higher credit risks in the SME business made banks reluctant to lend to SMEs (Kraemer-Eis, Lang and Gvetadze, 2013). Furthermore, the difficulty of securitising loans possibly contributed to this reluctance (Carbó-Valverde et al, 2012; Nassr and Wehinger, 2014). Hence SMEs, in particular unlisted companies, are more affected by changes in bank lending due to bank deleveraging than other firms.9

In this section we have described the current state of “traditional” SME finance in Europe.10 Access to finance is of greater concern to SMEs than to large enterprises, mainly because SMEs are highly dependent on bank financing. Apart from such structural difficulties, the financial crisis made it even harder for SMEs to access funds, and corporate demand for loans had been falling for several years. In addition, banks’ balance sheet and risk considerations had also led to more restrictive lending behaviour on the supply side. Although some improvements have been observed recently, these problems are still more pronounced in those countries that were most affected by the financial and sovereign debt crisis. It is therefore necessary to distinguish weaknesses in access to finance by country/region and to carefully analyse the particular situation.

5.1. SME loan guarantees and securitisation

5.3.1. SME loan guarantees

Guarantee mechanisms, “whereby should the borrower default the guarantor compensates a pre-defined share of the outstanding loan” (OECD, 2014, 2015), are a commonly used response to address the consequences of market failures in SME financing (see section 5.1 for a detailed description of the nature of these market failures), as guarantees reduce the risk of lenders and favour the provision of financing to viable businesses that are constrained in their access to finance. Credit guarantee schemes (CGSs) “are used widely across economies as important tools to ease financial constraints for SMEs and start-ups” (OECD, 2013), in order to alleviate market failures in SME financing. Moreover, loan guarantee programmes expanded substantially in the years 2007-2011, as governments responded to the financial crisis. Carefully designed guarantee schemes have positive macroeconomic effects, if the costs for taxpayers due to default payments are outweighed by the positive stimulating effects (such as on employment and tax revenue) of guarantees for the economy.

In addition, CGSs hold other advantages. First, the final lending decision stays with a market-based, private-sector entity – the bank – which has the expertise and the necessary technology to evaluate credit applications and projects. This is likely to ensure more efficient selection of borrowers than if the task is done by a public agency, since – given that the guarantee is partial – it leaves part of the risk with the privately operating lender. Second, compared to direct lending programmes, CGSs have much lower initial cash flow needs, and as such, have a leverage component. As a consequence, they can also be used when fiscal constraints are tight. However, the small initial cash outlay of credit guarantee schemes also has disadvantages. Honohan (2010) notes that, as a large number of borrowers can be reached with only relatively small initial costs in the short run, political incentives exist for the public sector to supply guarantees generously, while concealing the true long-term fiscal costs of a programme behind the uncertainty around the expected long-term losses on the guarantee portfolio. This can result in unexpected fiscal costs further down the road. Third, supranational CGSs can contribute to an efficient cross-border allocation of risk and credit. Results from a recent EIB survey on European CGSs (forthcoming) highlight that all existing CGSs choose to operate within the national borders of the country in which they are headquartered. This can be explained by the existence of cross-border information frictions related to national legal frameworks that govern the functioning of CGSs.

9 On bank deleveraging and risk-taking capacity, see section 4 of Chapter 4.
10 Kraemer-Eis, Lang, Torfs and Gvetadze (2016) discuss the state of the SME financing market in greater detail and introduce a new SME financing indicator.
Based on an analysis of the Multi-Annual Programme for enterprises and entrepreneurship (MAP) EU SME Guarantee Facility and focusing on Central, Eastern and South-Eastern Europe (CESEE) countries, Asdrubali and Signore (2015) find significant positive effects of this EU guarantee programme on the beneficiary firms. By breaking down the sample by country, signature year, size and age classes, the authors find that micro and young SMEs have benefited most from MAP-guaranteed loans in terms of economic additionality.

Market information concerning CGS in Europe is gathered by AECM, the European Association of Guarantee Institutions. Key figures for countries with at least one AECM member are presented in Table 1. In 2015, on average the guarantee activity of AECM members increased considerably compared to the year before. The total outstanding guarantee volume of AECM members grew by 2.2% to EUR 80.3bn. In terms of total amounts of guarantees outstanding, the core countries are Italy (EUR 33.6bn), France (EUR 16.7bn), Turkey (EUR 5.9bn), Germany (EUR 5.6bn) and Spain (EUR 4.1bn). Italy also has the highest total number of outstanding guarantees (1,058,747), followed by Turkey (759,848) and France (705,448). The total number of SME beneficiaries in the portfolios of the AECM members amounted to more than 2.7 million.

Compared to the value of economic activity, guarantees are relatively important (measured by the volume of outstanding guarantees in the portfolio as a percentage of GDP) in Italy (2.1%), Portugal (1.8%) and Hungary (1.4%), as shown in Figure 5. According to the OECD (2013), guarantees are particularly relevant “in those countries where a network of local or sectoral guarantee institutions is well established”.

We thank our colleagues from AECM for their support. AECM currently has 40 members in 21 EU Member States plus Bosnia and Herzegovina, Russia, Serbia and Turkey. In the AECM member countries, the AECM members cover all or almost all SME guarantee activity. Some AECM members are national associations or networks and thus have their own member organisations. AECM has purely private, mutual, public, and public-private mixed members.
Table 1  Guarantee activity of AECM members in 2015 by country

<table>
<thead>
<tr>
<th>Country</th>
<th>new business</th>
<th></th>
<th>outstanding</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>216,937</td>
<td>897,572</td>
<td>5,507</td>
<td>163.0</td>
</tr>
<tr>
<td>Belgium</td>
<td>266,944</td>
<td>759,839</td>
<td>9,716</td>
<td>78.2</td>
</tr>
<tr>
<td>Bosnia-Herzegovina</td>
<td>1,839</td>
<td>7,622</td>
<td>62</td>
<td>122.9</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>65,098</td>
<td>88,320</td>
<td>1,582</td>
<td>55.8</td>
</tr>
<tr>
<td>Croatia</td>
<td>41,819</td>
<td>172,328</td>
<td>1,596</td>
<td>108.0</td>
</tr>
<tr>
<td>Czech Rep.</td>
<td>258,041</td>
<td>737,317</td>
<td>8,314</td>
<td>88.7</td>
</tr>
<tr>
<td>Estonia</td>
<td>64,176</td>
<td>116,287</td>
<td>1,218</td>
<td>95.5</td>
</tr>
<tr>
<td>France</td>
<td>6,818,170</td>
<td>16,747,025</td>
<td>705,448</td>
<td>23.7</td>
</tr>
<tr>
<td>Germany</td>
<td>1,093,500</td>
<td>5,598,333</td>
<td>46,893</td>
<td>179.4</td>
</tr>
<tr>
<td>Greece</td>
<td>17,169</td>
<td>231,018</td>
<td>9,170</td>
<td>25.2</td>
</tr>
<tr>
<td>Hungary</td>
<td>1,344,309</td>
<td>1,549,938</td>
<td>44,771</td>
<td>34.6</td>
</tr>
<tr>
<td>Italy</td>
<td>9,553,492</td>
<td>33,566,242</td>
<td>1,058,747</td>
<td>31.7</td>
</tr>
<tr>
<td>Latvia</td>
<td>34,614</td>
<td>115,039</td>
<td>735</td>
<td>152.4</td>
</tr>
<tr>
<td>Lithuania</td>
<td>95,913</td>
<td>196,459</td>
<td>3,356</td>
<td>58.5</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>318</td>
<td>931</td>
<td>30</td>
<td>18.6</td>
</tr>
<tr>
<td>Netherlands</td>
<td>420,216</td>
<td>1,756,226</td>
<td>17,677</td>
<td>99.4</td>
</tr>
<tr>
<td>Poland</td>
<td>2,480,744</td>
<td>2,045,401</td>
<td>91,355</td>
<td>22.4</td>
</tr>
<tr>
<td>Portugal</td>
<td>1,336,248</td>
<td>3,152,998</td>
<td>89,524</td>
<td>35.2</td>
</tr>
<tr>
<td>Romania</td>
<td>309,709</td>
<td>1,220,960</td>
<td>12,423</td>
<td>68.3</td>
</tr>
<tr>
<td>Russia</td>
<td>40,243</td>
<td>93,313</td>
<td>1,331</td>
<td>70.1</td>
</tr>
<tr>
<td>Serbia</td>
<td>1,182</td>
<td>9,908</td>
<td>612</td>
<td>16.2</td>
</tr>
<tr>
<td>Spain</td>
<td>974,407</td>
<td>4,073,568</td>
<td>69,799</td>
<td>58.4</td>
</tr>
<tr>
<td>Slovenia</td>
<td>89,589</td>
<td>233,015</td>
<td>1,652</td>
<td>136.4</td>
</tr>
<tr>
<td>Turkey</td>
<td>3,420,162</td>
<td>5,942,499</td>
<td>759,848</td>
<td>7.8</td>
</tr>
<tr>
<td>UK</td>
<td>159,710</td>
<td>995,791</td>
<td>11,915</td>
<td>83.6</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>29,171,449</td>
<td>80,307,409</td>
<td>2,953,320</td>
<td>27.2</td>
</tr>
</tbody>
</table>

*For data availability reasons, AECM statistics for 2015 include the 2014 business figures of all Italian AECM members, one Belgian and one Hungarian AECM member.

*In the case of Romania and Slovenia, one AECM member did not report the number of guarantees outstanding; hence, the average guarantee size can only be calculated based on the number of the remaining AECM members.

*In the cases of France, Poland and Turkey, the number of SME beneficiaries partly contains estimated data. In the case of France, this is also true for outstanding guarantees.

*For Italy and Spain, the number of SME beneficiaries is reported to be higher than the number of guarantees. For Poland, the new business volume is reported to be higher than the outstanding volume. In all cases, this is due to different reporting approaches (e.g. some SMEs are members of guarantee networks but do not currently use any guarantee; current years are not added to outstanding volumes).

**Source:** AECM (2016, provisional figures)
5.3.2 SME loan securitisation

European companies, and in particular SMEs, rely heavily on bank lending: Figure 6 provides an indication based on IMF data. As outlined in more detail in Kraemer-Eis (2014), this ratio is moving towards more capital market action: Cour-Thimann and Winkler (2013) state that external financing (financing other than retained earnings) of the non-financial corporate sector is dominated by bank financing in the euro area. Moreover, banks in peripheral countries are facing the highest deleveraging pressure and these banks typically have large corporate and SME loan portfolios (IMF, 2012). Against this background, a well-functioning securitisation market could be a way to ease supply problems by helping banks to diversify their funding and achieve capital relief (see Kraemer-Eis, Passaris and Tappi (2013), IMF (2014a), or ECB and BoE (2014) for details).

Source: Authors, based on IMF (2012) and updated information.
There are many advantages of SME securitisation (SMESec)\(^2\) – for banks, for investors, and – most importantly – for the SMEs (for a detailed discussion see Kraemer-Eis, Schaber and Tappi, 2010, Wehinger and Nassr, 2015, Bank of America/Merrill Lynch, 2015a, or Aiyar, Al-Eyd, Barkbu and Jobst, 2015). SMEs have only very limited access to capital markets and SMESec is an indirect way to provide capital market funding for SMEs (illiquid SME loans become tradable/collateralisable). Key to the understanding of the usefulness of securitisations for SMEs is the realisation that banks will not lend to SMEs based purely on macroeconomic development motives (i.e. supporting the economy). Banks will always make a complex calculation of the profitability of their SME lending business, especially relative to their other activities. Three areas, however, have an overriding impact on the profitability of SME lending and hence on the required loan margins for SMEs: refinancing spreads, risk costs and capital requirements.

Therefore, from a lender/issuer perspective in particular, the following features of SMESec can have a positive impact on banks’ (SME) lending behaviour (for details see Kraemer-Eis, Schaber and Tappi, 2010); while keeping the business relationship with the SMEs and continuing to be an active SME lender the technique gives banks the possibility to:

- generate economic / regulatory capital relief;
- use it as tool for Asset/Liability Management and portfolio management;
- have an alternative source of funding (although currently less relevant).

On the one hand, many banks are reluctant to generate additional (SME-) risk on their balance sheets, deleverage, and reduce their balance sheet risks – with a negative impact on their SME lending. On the other hand, many non-bank investors (e.g. insurers, pension funds) are interested in investing in SME risk. They seek investment assets with maturities and returns that match their liability profiles and their needs for portfolio diversification (Mersch, 2014). SMESec can create a link between them – with advantages for SMEs and the financial system.

However, SMESec placed with investors currently represents only a tiny portion of total placed asset-backed securities (ABS) issuance. In 2015 only 5.7% of total SME issuance was placed in the primary market (see also Figure 7), with the bulk of SME ABS being retained for ECB refinancing purposes (Kraemer-Eis, Lang, Torfs, Gvetadze, 2016).

\(^2\) The term SME securitisation (SMESec) comprises transactions based on SME loans, leases, etc. It is important to look not only at banks/lending when analysing SMESec, but equally at leasing companies, which form part of the securitisation market. Given that bank financing is and will be less available for leasing companies post-crisis, it can be expected that SMESec will be particularly relevant in the leasing area. For more information on the importance of leasing for SME finance, see Kraemer-Eis and Lang (2014).
Market activity

The European securitisation market had grown steadily from the beginning of the previous decade until the outbreak of the crisis. During the crisis, issuance initially remained at high levels (compared to pre-crisis values) in Europe, but these volumes were almost exclusively driven by the eligibility of ABS as collateral for ECB liquidity operations;\(^{14}\) then the overall market activity decreased to the 2003/2004 levels, in particular due to regulatory uncertainties\(^ {15}\) and tighter euro system collateral rules.

During the crisis, the large volumes of synthetic SMESec transactions that were evidenced pre-2007 on SME portfolios – dominated primarily by German SMEs on the back of KfW’s PROMISE programme – also virtually disappeared. Rating downgrades, based on revised rating agency criteria (i.e. counterparty and country ceiling criteria, without grandfathering), on downgrades of counterparties involved in the transactions, and on negative credit trends, contributed to the overall negative market sentiment.

Figure 7 European SMESec by retention (EUR bn and %)

The most active markets in Europe in 2015 in terms of overall securitisation issuance were the UK (market share: 21%), Germany (21%), Italy (15%), Spain (12%), the Netherlands (10%) and France (8%). The overall market activity in 2015 (EUR 214bn) was similar to 2014 (EUR 217bn). In 2016, so far (Q1), a volume of almost EUR 57bn has been issued, an increase of 61% compared to Q1/2015.

SMESec issuance is still suffering from the crisis. The overall issued volume of SME deals in 2015 (EUR 27bn) was well below the 2014 values (EUR 33bn, see Figure 8). This year, Q1 SME issuance was higher than in Q1/2015 (EUR 4.6bn compared to EUR 4.1bn). The market share of SMESec in overall securitisation issuance rose (with some volatility) from 6% in 2001 to 18% (of total yearly issuance) in 2012, the highest value ever registered in Europe. This, however, came about due to the base effect, as overall activity went down (while SMESec activity decreased slightly less). In 2015, the share of SMESec was 13%, slightly lower than the year before (15%); in Q1/2016 the share was only 8%.

---

\(^{13}\) Unless otherwise flagged, the data source is AFME, the Association for Financial Markets in Europe (AFME, 2014).

\(^{14}\) The ECB’s asset repurchase or “repo” facility allows (among other assets) asset-backed securities to be used as collateral for funding.

\(^{15}\) For details concerning the regulatory developments see e.g. AFME (2016).
In terms of countries, market activity is concentrated: the SME-related issuance in 2015 occurred only in Spain (EUR 14.1bn, 53% of SME issuance), Italy (EUR 6.1bn, 23%), Germany (EUR 4.5bn, 17%), and Portugal (EUR 2bn, 7%). As already mentioned, it is important to note that only a tiny fraction of the issuance was placed with investors: the nature of the SMESec market changed from a developing market (pre-crisis, with most transactions placed in the primary market) to a purely retained/ECB repo-driven market during the crisis (with almost no placements on the primary market). This shift led to liquidity drying up and originators accepting higher all-in costs as, in addition to credit enhancement, the repos envisage considerable haircuts to the face value of the notes.

Due to low new activity levels, the volume of total outstanding securitisation transactions (see Figure 9) is on a downward trend (negative net supply). Compared to the end of 2014, until the end of 2015, the total outstanding decreased by almost 10%. Since the end of 2009, the volume of total outstanding securitisation transactions decreased by 55%. During the same period, the volume of outstanding SMESec transactions decreased by 43%, from EUR 168bn to EUR 94.5bn (end of 2015; end of Q1/2016 outstanding SMESec transactions in Europe amounted to EUR 88bn). If SMESec volumes per end of 2015 are broken down by country, the Spanish (23.3%), Italian (21.8%), and Belgian (18.6%) markets together are dominant and count for almost 64% of the overall SMESec outstanding, followed by the UK (7.9%), the Netherlands (7.2%), and Germany (7.2%).

**Figure 9** European outstanding securitisation transactions by collateral (EUR bn)

Source: Authors, based on data from AFME
Prospects

In general, a well-functioning securitisation market can be essential in helping financial intermediaries broaden their funding base, achieve capital relief and ultimately increase their SME financing. Strengthening the SME securitisation market can be an effective way to facilitate the flow of funds to the real economy, while not creating too much distortion. In this respect, public initiatives that support SMESec may be helpful – though of course, in doing this, the introduction of new risks should be avoided (for instance, securitisation transactions have to be transparent and have standardised structures; in addition, originators have to have sufficient skin in the game to avoid moral hazard (Kaya, 2014)).

Overall, the SMESec market in Europe is still underdeveloped (AFME and BCG, 2015). The benefits arising from originators tapping the securitisation market can feed through to have a positive effect on SMEs’ access to finance and hence on the SMEs themselves, especially as a result of a targeted intervention aimed specifically at this goal. The recovery and development of the primary securitisation markets could play a role in unlocking credit supply and economic recovery. However, this will only be to the benefit of SMEs if the freed-up capital/fresh liquidity is going to be used to finance the real economy (i.e. for new SME lending).

In November 2014, the ECB started its Asset-Backed Securities Purchase Programme (ABSPP). The overall objective is to enhance the transmission of monetary policy, support the provision of credit to the euro area economy and, as a result, provide further monetary policy accommodation. The ECB’s support for the ABS market in general, and the SMESec market in particular, is a positive step. However, the programme has so far not achieved significant volumes; as it is based on publicly placed transactions, moreover, there is almost no direct impact on the SME segment of the market. As per end-April 2016, EUR 19.043bn had been bought by the ECB (mainly in the secondary market), compared to around EUR 172.253bn under the Covered Bond Purchase Programme (source: ECB16).

As described above, even seven years after the start of the financial crisis, European SMESec has still not recovered. Unbalanced regulation is still to be seen as the main impediment (see Kraemer-Eis, Passaris, Tappi and Inglisa, 2015). Most individual proposed regulations make sense on a stand-alone basis, but negative spillovers from a non-holistic approach lead to unintended consequences that hinder market development. For instance, the newly proposed Capital Requirements Regulation’s (CRR) Article 270 provides certain regulatory capital advantages to the originators in the context of synthetic transactions executed with a multi-lateral development bank; however, such an advantage is not achievable if a private investor also enters into the transaction, which is a non-desirable outcome.

Originators and investors need to have certainty and clarity. Short and medium-term reasonably defined criteria for high quality securitisations (HQS – including SMESec) – which should consist of structures that are simple, transparent and efficient and which should receive preferential regulatory treatment – could be a way out of this dilemma. However, it also has to be borne in mind that the proposed risk weights for HQS will still result in increased capital requirements for internal ratings-based (IRB) banks compared to today. Moreover, another perspective regarding HQS – mentioned by some market participants – is that they can even prevent a proper securitisation market recovery if “everything but HQS” is still seen as being toxic. New securitisation regulation can only be expected towards the end of 2017 at the earliest, and the first “quality-labelled” transactions will not happen before 2018.

The regulators’ views regarding the future regulation design are now on the table and under discussion – which is good in order to reduce the respective uncertainty. The approach likely to be steering the

---

16 https://www.ecb.europa.eu/mopo/implement/omt/html/index.en.html. On 10 September 2015, the ECB clarified its intention to buy mezzanine tranches of European ABS with an eligible third party guarantee. However, the ECB’s requirement of a guarantee on demand (“The guarantee shall be payable on first demand independently of the guaranteed marketable asset or credit claim”) leads, for guarantors, to a gap between their payment obligation to the ECB (on demand) and the receipt of payment from the mezzanine ABS tranches. This feature limits the number of potential guarantors significantly since a wrap of this sort would not be a market standard. To our knowledge there have so far been no transactions of this kind.

17 We use HQS as a term here – in the current discussions, other terminologies are also used in the same context, e.g. STS (simple, transparent, and standardised) securitisation, used e.g. by the ECB, or STK (simple, transparent and comparable) securitisation, used by BCBS-IOSCO, or STT (simple, standard and transparent) securitisation, used by the European Banking Authority. September’s proposed regulation published by the European Commission suggests that the STS acronym will prevail in European regulation.
forthcoming regulation suggests a “light” set of high quality criteria, which in turn translates into a marginal (rather than substantial) reduction in the risk weights. Concerning the forthcoming Capital Requirements Regulation, more could be achieved in terms of both increasing the breadth of the market for synthetic transactions and reducing the overall reliance on rating agencies, especially with a view to establishing a level playing field among different asset classes and funding instruments.

5.4. Microfinance

“Microcredit is generally recognised [...] as an effective financing channel for job creation and social inclusion, which can attenuate the adverse effects of the current financial crisis while contributing to entrepreneurship and economic growth in the EU” (European Commission, 2012). In Europe, microfinance consists mainly of microloans (less than EUR 25,000) tailored to microenterprises and people who would like to become self-employed but are facing difficulties in accessing traditional banking services.

Microenterprises, making up 93% of all European businesses, are important contributors to employment. Micro-businesses seem to be relatively more important in countries with high unemployment levels: in Spain, Portugal and Italy employment by microenterprises accounts for more than 40% of total employment and in Greece this figure rises to almost 60%.

The European microfinance market is highly fragmented and diverse, characterised by a wide spectrum of final beneficiaries and financial intermediaries. Part of this fragmentation is geographically rooted, as the role of microfinance is seen very differently across Europe. In Western Europe, microfinance is considered to be a social policy tool, as it serves businesses that are not commercially attractive to the mainstream finance providers, but nevertheless are able to create social value. In Eastern Europe on the other hand, microfinance is seen more as a business activity, which targets viable microenterprises that are financially excluded because the traditional credit market remains underdeveloped (Kraemer-Eis and Conforti, 2009; Bruhn-Leon, Eriksson and Kraemer-Eis, 2012).

Microfinance is an essential tool to facilitate necessity-driven business creation, which arises when a combination of poor labour market prospects and poverty drives people to start new businesses. In 2015, the highest necessity-driven entrepreneurial rates were recorded in Eastern Europe. For example, in Croatia, Bulgaria and Slovenia a third of entrepreneurs started their business because they had no better options in the labour market (GEM, 2016).

While microenterprises are an important element of the European economic fabric, they generally face more challenging conditions compared to their larger counterparts. For the first half of 2016, 4.9% of microenterprises are on balance expecting a positive change in their overall situation, thereby being significantly less optimistic than their larger counterparts (11.0% for small and 15.2% for medium-sized enterprises). This is reflected in the fact that they expect their investment climate to worsen (UEAPME, 2016). The ECB survey on the access to finance of enterprises (SAFE) in the euro area (ECB, 2016a) provides additional insights regarding the financing situation of European microenterprises. According to the latest SAFE survey, the proportion of microenterprises reporting “access to finance” to be their most important problem consistently exceeds the proportion of bigger SMEs, a discrepancy that grew larger over the last three semesters.

Difficult access to finance, in particular bank loans, might be the key reason why microenterprises in Europe use bank loans and other external financing sources considerably less than other SME size classes. Figure 10 shows that the use of different financing sources on average typically increases with the size of the SME (ECB, 2016a). Among the reasons why bank loans are less relevant for microenterprises, insufficient collateral or guarantees was reported, as well as high interest rates or prices. Bank loan

18 See also in this context the Working Document by Rapporteur Tang for the European Parliament, Committee on Economic and Monetary Affairs (European Parliament, 2016).
19 See Kraemer-Eis, Lang, Torfs, Gvetadze (2016) for more information about “synthetics”.
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rejection rates are still the highest for microenterprises (12%), compared to 6% for small firms and 4% for medium-sized firms. Consequently, the proportion of microenterprises that did not apply for a loan due to fear of rejection (discouraged borrowers) remains high at 9%.

**Figure 10 Different financing sources used by enterprises (by enterprise size class), 2016**

The recent survey by EMN-MFC shows that microcredit provision in Europe is following a positive trend, as the total lending value and the number of microloans has been steadily increasing. The surveyed European microfinance institutions (MFIs) disbursed a total of 552,834 microloans in 2015, compared to 387,812 in 2013, an increase of 43%. Over that same period, total lending volumes increased slightly, from EUR 1.528bn in 2013 to EUR 1.567bn in 2015. These numbers imply that the average loan size decreased (from EUR 8,606 in 2013 to EUR 7,271 in 2015), providing evidence of an increased micro-focus (see Figure 11). While the supply of microfinance has been on the rise recently MFIs expect a reduction in public support in the coming years; a direct consequence of austerity policies. The microfinance sector is still heavily dependent on public funding. A sudden funding cut can therefore threaten its future development (EMN-MFC, 2016; EMN, 2014). This is unfortunate, as microfinance contributes to the achievement of social and economic objectives.
Microenterprises in general, and workers from vulnerable labour market segments that cherish entrepreneurial ambitions in particular, still face significant difficulties in accessing financial resources from traditional credit channels. Disadvantaged groups, such as the long-term unemployed, or workers with a migrant background, lack the necessary collateral to secure loans from traditional loan providers (see Kraemer-Eis, Lang, Torfs and Gvetadze, 2016, for more information). In this environment of selective credit allocation, lending might be allocated away from small, young and opaque firms as they are perceived to be more risky than their larger peers and have smaller financing needs which are difficult for mainstream funding providers to cover in a cost-efficient manner. In addition to the financial support, unemployed people are often in need of acquiring the necessary skills for success through coaching and mentoring. Microfinance can be an important tool to overcome the effects of the crisis for some specific groups and in particular to support inclusive growth.

5.5. Private equity and venture capital

Following the severe crash of European private equity (PE) investment in 2008/2009, it had partially rebounded over 2010-2011. Following a setback in 2012, the recovery continued in 2013 and 2014, albeit at lower levels. In 2015, investments by PE funds located in Europe increased by 13%, compared to the year before, to EUR 47.4bn, according to Invest Europe data (see Figure 12). In contrast, the number of companies financed decreased by 10% to 5,171 in 2015.
In terms of amounts invested, strong positive growth rates were recorded in the buyout (+15% to EUR 36.5bn) and growth capital (+11% to EUR 6.1bn) segments of the PE market. Venture Capital (VC) investments increased by 11% to EUR 4.0bn.²⁰ Within the VC market segment, investments with a focus on the start-up (+9% to EUR 2.1bn) and later stage (+11% to EUR 1.8bn) increased, but the relatively tiny sector of seed investments also recorded a strong upswing (+26% to EUR 0.13bn); (see Figure 13). Life sciences, computer/consumer electronics and communications have remained the most relevant industries for VC investment since 2007 (Kraemer-Eis, Lang, Torfs and Gvetadze, 2016).

²⁰ Venture capital is a type of private equity typically invested in entrepreneurial, innovative businesses to help them grow. It focuses on non-mature companies. Three VC stages can be distinguished: seed, start-up and later-stage venture. Crucially, as well as funding, venture capitalists offer tailored support for companies, from refining strategy and helping commercialise innovation through to new product and service development and bringing businesses onto the global circuit. (Source: http://www.investeurope.eu/about-private-equity/vc-for-entrepreneurs/).
Some of the gap created by the decline in VC investment since the beginning of the crisis has been filled by increased business angel activity. Business angels (BAs) represent an important class of PE investors, primarily consisting of high net worth individuals. They tend to invest their own money, either individually or in formal or informal syndicates, in businesses that are not publicly traded. Their proximity to the market has been beneficial during this difficult period.21

PE fundraising slightly decreased in 2015. According to Invest Europe data, total funds raised by PE firms located in Europe22 went down by 1% to EUR 47.6bn, compared to the year before. This is well above the levels of the crisis years 2009-2012, but also a long way off the amounts reached before the crisis. In the VC segment, fundraising increased by 8% to EUR 5.3bn, which is the highest amount since the start of the crisis in 2008. While funds with a focus on early stage (+13% to EUR 2.7bn) and later stage ventures (+195% to EUR 0.9bn) raised remarkably higher volumes, funds with a balanced stage focus performed worse (~22% to EUR 1.8bn).

A sign of investors’ cautious sentiment towards VC as a consequence of the crisis has been the shift in the investor base during the past few years. According to the Invest Europe figures, government agencies accounted for 31% of total VC fundraising in 2015 (see Figure 14). Even if the importance of government agencies is still unsatisfyingly high for the long term, it is noteworthy that government agencies have continued to support the market recovery following a crisis that had pushed down total VC fundraising levels from EUR 8.3bn in 2007 to EUR 3.2bn in 2010. This led almost “naturally” to an increased share of government agency fund investors, which was only at 14% in 2007.

In order to put public investors’ activity in context, we can take the EIF example and look at calculations performed by Kraemer-Eis, Signore and Prencipe (2016)23, who estimate, inter alia, that the VC investment activity backed by EIF represented 41% of total VC investments in Europe in 2014 (29% in 2007). The share directly attributable to EIF amounts to 10% (5% in 2007), which hints at the significant leverage that characterises EIF-backed investments. With regard to fundraising, the authors estimate that volumes backed by EIF in 2014 amount to 45% of the overall volumes collected by European VC investors (36% in 2007), against a share directly attributable to EIF totalling 12% (5% in 2007). Moreover, EIF is supporting an increasing number of first-time teams, and many VC funds in which EIF invested successfully managed to close with their full target size. Moreover, public investors can have a positive

21 For more information on BAs’ recent activity see Kraemer-Eis, Lang, Torfs and Gvetadze (2016). For a general description of BA financing we refer to Kraemer-Eis and Schillo (2011), GELD (2011) and BAND (2016).
22 Amounts raised by PE managers based in Europe for direct PE investment funds that primarily focus on investments in Europe. However, investors into these funds may be located outside Europe.
23 This recent EIF Working Paper sheds more light on the impact of EIF on the VC ecosystem. It is the start of an EIF Working Paper series about the European venture capital landscape from an EIF perspective.
signalling effect, which crowds in investors, rather than a crowding-out effect. This view was confirmed in an Unquote Intelligence (2014) survey among General Partners (GPs) and Limited Partners (LPs), which found that “the overriding benefit of [public funding bodies’] (PFB) money is the crucial role it plays in attracting other investors”. Moreover, “[h]aving PFB money in a fund does not deter other LPs from committing”.

Figure 14  Investor base: share of government agencies in VC fundraising

The exit markets remained remarkably strong in 2015. In the previous two years, Invest Europe statistics had already recorded the highest PE divestment amounts ever. In 2015, total divestments by PE firms located in Europe registered another increase, i.e. by 3% to EUR 41.0bn. Moreover, the relative importance of write-offs has continuously decreased since 2010 (except for a slight increase in 2013). Trade sales and sales to another PE house together account for more than half of the total PE divestment amounts. In the VC market segment, divestments have increased as well, amounting to EUR 2.1bn in 2015; the relative importance of write-offs decreased only slightly, while trade sales and sales to a financial institution increased.

Looking forward, the favourable developments in the PE market might become more strongly countered by risks related to the current economic and monetary environment. According to a recent Preqin survey (Preqin, 2016), pricing/valuations of investment targets were by far perceived as the biggest challenge investors were facing. While 70% of fund investors across the globe raised this concern, performance and deal flow were mentioned by 40% and 34% respectively; regulation is still among investors’ concerns, albeit at a lower rank than before. All this is quite a remarkable change from the situation two years ago, when regulation, performance and the economic environment had been Limited Partners’ key concerns (Preqin, 2014). Warnings of possible overheating have been voiced for some time (e.g. Go4Venture Advisers, 2015), because of the strongly expansive monetary policy stance that has led to ample global liquidity and low interest rates. In line with this, fundraising, liquidity and availability/pricing of debt financing are to be found only towards the lower end of the ranking of investors’ biggest challenges (Preqin, 2016b). Another key issue is the possibly longer period of uncertainty about the timing and nature of the UK’s departure from the EU, following the Brexit vote on 23 June, which might have negative implications for the PE industry, investors and (potential) investee companies.

24 Based on incremental amounts raised during the year (in contrast to final closings only).
25 Invest Europe statistics show divestment amounts at cost, i.e. the total amount divested is shown as the total amount that had been previously invested, hence not including any profit on the investment.
Moreover, the economic developments over the last few years have resulted in significant structural changes in the global and European economic landscape. The digitalisation of the economy has led to a differentiation of market segments. On the one hand, companies in research-intensive sectors continue to follow more traditional growth models with capital-intensive development stages at the beginning of their life. On the other, companies in the digital space are able to start their activities with very limited resources but are exposed to unprecedented needs for funding in the internationalisation and globalisation of their business models. As a result, and depending on the sector and the business models of the companies, time spans from start-up to global leader have shortened considerably and require companies to scale quickly to withstand the risk of seeing their business model being out-dated before they capture a significant market share.

On a global level, the VC market has adapted to this new diversity of its target sectors. This has led to a split in the market between sometimes relatively small funds aimed at scouting emerging business models and a new class of giant VC funds that has expanded globally from the US, providing large-scale capital to businesses in their global market expansion. In the large-scale technology growth capital space Europe has no established players, which explains why virtually every European funding round, especially in digital technology growth capital, has been led by US VC growth capital funds. However, a number of growth stage VC funds have successfully completed their fundraising recently and hence, going forward aim to play the lead role in funding rounds of, for example, digital economy companies in Europe on their way to becoming global category leaders.

In the shadow of companies driving or directly affected by the “digital revolution”, SMEs and mid-caps in traditional industries are reshaping their strategies for competing in a rapidly changing economic environment and are in need of flexible funding instruments with growth equity, mezzanine debt and hybrid debt to classical debt features. Moreover, recent EIF market insight showed that growth-stage companies are experiencing a serious lack of growth (follow-on) funding in order to accelerate their international expansion and to strengthen their position vis-à-vis global competitors.

All of these challenges continue to create access-to-funding problems in the European VC market. The difficulties for young innovative companies to access seed and early stage finance increased during the crisis, as VCs became more risk-averse and focused more on later stage investments (Wilson, 2015). In line with this argument, a Coller Capital (2013) study found that more than half of the global LPs believe that there are insufficient sources, other than VC, available to finance innovation and growth in Europe. This supports the view that public backing is needed in order to strengthen the market. In Kraemer-Eis, Lang, Torfs and Gvetadze (2016), we provided a detailed description of the items that need to be considered when shaping a successful policy approach to support innovative companies’ access to PE/VC. A statement summarising this discussion is that Europe needs an integrated portfolio of funding instruments in support of the various segments of its start-up, SME and mid-cap landscape to foster the recovery from the 2008 financial crisis and to unleash the full potential of EU companies’ competitiveness and their contribution to Europe’s economic growth and innovation. Instruments should be complementary to existing initiatives in terms of sector, stage or geographic focus. However, the dynamics of recent economic developments – e.g. in the area of the digital economy – have made the segmentation between early stage and late stage VC somewhat redundant. Policy instruments that create artificial boundaries in the development stages of businesses could be prohibitive to an efficient VC market. Moreover, the EU’s VC markets show different development stages and so require different policy instruments. In less developed markets instruments may need to work strongly together with the actors in the informal VC markets (BAs, Incubators, TT Centres) and be complemented by flexible co-investment products to grow the domestic VC market. However, companies with global ambitions compete globally. Instruments investing in future industry leaders compete for investors who seek exposure to the best companies on a global scale, not with respect to a given geography. Therefore, providing flexibility in the geographic boundaries of policy instruments is not only key to retaining EU-based businesses in Europe but may attract non-EU based businesses to relocate to Europe. Based on these considerations, it appears vital to offer a flexibility of instruments adapted to diverse market conditions in the various geographies of the EU. This should be implementable in a time and cost efficient manner. Moreover, in times of economic slowdown and scarcity of private capital the temptation grows to construct policy instruments that substitute for the private sector. However, there is in fact a need to use public sector resources with the primary objective of mobilising private sector capital,
as clearly demonstrated by several current initiatives on a European level (see Kraemer-Eis, Lang, Torfs and Gvetadze, 2016, for more details).

5.6. Concluding remarks

The general economic and financial situation improved noticeably over the past two years, which also led to a more favourable business environment for SMEs. However, looking ahead, the economic outlook is blurred, among other things, by the difficult growth perspectives of Europe’s main trading partners, unsolved risks in the banking market and heightened geopolitical tensions. Moreover, the already high level of political uncertainty is now magnified by the expressed will of the British people to leave the EU. It can be expected that the decision will have negative consequences for the economic recovery process. The increased policy uncertainty will also weigh on SMEs’ investment decisions.

Since 2012, access to finance has become, on average, a less important problem for European SMEs. However, a significant proportion of small businesses still experience barriers in access to finance and this proportion varies strongly from country to country. According to available information, corporate demand for loans has further improved, while average credit standards continued to ease, implying less restrictive lending behaviour on the supply side. Nevertheless, access to credit has remained more difficult in those countries that were most affected by the financial, debt and economic crisis.

There are instruments that can add to (or sometimes even replace) traditional bank lending, thereby alleviating SMEs’ difficulties in obtaining access to finance, including loan guarantees, loan securitisation, microfinance and private equity/venture capital. All these instruments can improve SMEs’ access to funds. However, while equity instruments typically reach a sizeable but limited share of SMEs, guarantees and securitisation focus on the more “traditional” debt instruments that are important for the majority of SMEs. Microfinance typically targets microenterprises and small companies. Despite their importance in broadening the financing base of SMEs, these instruments have also been affected by the financial crisis to different extents.

As outlined above, there are market imperfections as well as cyclical difficulties for SME finance, and these are serious enough to warrant intervention. SMEs need a balance of equity and debt finance, and this balance shifts across the SME life cycle. Hence, public support for SME financing has to consider the whole range of financial products needed throughout the various development stages of SMEs.

As we described in greater detail in the 2013 EIB Annual Economics Conference publication (see Kraemer-Eis, Lang and Gvetadze, 2013), “this intervention to mitigate the ‘bottlenecks’ must be conditional upon ensuring ‘additionality’, i.e. not crowding out private activities, but rather serving as a catalyst for the entry of private capital in order to create self-sustainable markets in the long run.”

In the field of debt instruments, such targeted policy intervention could be implemented with a wider use of risk-sharing tools, such as, for example, the instruments implemented by EIF, in order to generate a leverage effect in terms of the SME lending (or leasing) volume. We have also shown that public support can contribute to the re-emergence of the primary European SME securitisation market, which could be an important factor in enhancing access to finance for SMEs in Europe. In this context not only the volumes of the intervention matter, but also the positive signalling effect triggered by the public involvement and support. However, this will only benefit SMEs if the freed-up capital/fresh liquidity is going to be used by the banks to finance the real economy (i.e. new SME lending) and not for regulatory arbitrage, for instance. Moreover, investors will only return in volume if they regain trust in the quality of the transactions and if there is satisfactory secondary market liquidity. Originators will return if transactions are economically feasible. For both, a stable and reliable regulatory framework is also a key precondition. Hence, a recovery of the European structured finance market will depend not only on the development of market fundamentals and the enhancement of investors’ confidence but also to a large extent on the direct and indirect impact of regulatory priorities. For loans to SMEs, a standardised, highly transparent and quality-controlled securitisation market could transform these illiquid loans into an asset class with adequate market liquidity.
The private equity market has recently shown signs of improvement. However, activity levels are still very low when compared to pre-crisis levels, in particular in the venture capital segment. Public support for this market is still needed and public actors should continue to play their role in supporting the market recovery and catalysing private investment. The long-term objective of this support is to establish a well-functioning, liquid equity market that attracts a wide range of private sector investors. Moreover, alternative investor categories should be incentivised to invest in European VC.

Microfinance can play an important role in overcoming the effects of the crisis for some specific groups and in particular in supporting inclusive growth. However, the outlook for the sector in terms of growth and self-sufficiency are limited if microfinance providers do not have access to stable funding. Against the background of the current difficult environment, support at European level has become even more important – via funding, guarantees and technical assistance for a broad range of financial intermediaries, from small non-bank financial institutions to well-established microfinance banks – in order to make microfinance a fully-fledged segment of the European financial sector.

The financing landscape for SMEs is changing. Although banks continue to be the main external financing sources for SMEs, alternative financing instruments, which are often but not exclusively driven by Fintechs, are gaining importance (including crowdfunding, debt funds, etc.). Given their increasing role in the financing landscape, these market players might become increasingly relevant as financial intermediaries to enhance access to finance for SMEs. These market developments are in line with the spirit of the European Commission’s plan to establish a Capital Markets Union (CMU) and to diversify the financing possibilities for SMEs. The CMU is an important part of the Investment Plan for Europe (IPE), which aims to revive investment across the EU.26

26 See Kraemer-Eis, Lang, Torfs and Gvetadze (2016) for a description of the CMU, the IPE and the role of the EIB and EIF in these initiatives.
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Credit supply and capital misallocation: implications for corporate investment

**Chapter at a glance**

The financial crisis and the sovereign debt crisis in Europe have reinforced the deceleration of productivity growth in most European countries and these effects are still lingering four years after the sovereign debt crisis subsided.

This chapter focuses on one of the channels of transmission: the reduced capacity of the financial sector to efficiently allocate resources across economies, following the financial crisis. The resulting misallocation of resources has had negative effects on the level of productivity.

One strand of existing academic literature studies the effect of financial constraints on the efficiency of resource allocation in the economy and finds that financial constraints may reduce efficiency, thereby lowering aggregate productivity levels. A second strand studies the impact of the financial crisis on credit supply in Europe. Its findings are that the credit supply shock originating from weak banks had a significant impact on real activity. This impact was asymmetric because some banks were more affected than others and because smaller firms were hit harder.

These two strands come together as the financial crisis amplified the effects of financial constraints on the efficiency of resource allocation. Furthermore, the asymmetric nature of the credit supply shock should have had further misallocation effects.

Using firm-level data, the analysis provides evidence that the financial crisis indeed worsened the effects of financial constraints on the real economy. Furthermore, the adverse effects of the credit supply shock were distributed asymmetrically across firms with different growth outlooks, which resulted in misallocation of resources as profitable business opportunities were missed.

Financial constraints are found to have a negative impact on productivity growth. A large share of this negative effect is explained by the declining allocative efficiency of the economy. The financial crisis had a positive effect on average sector productivity possibly by driving smaller, unproductive firms out of business. It had a negative effect on the intra-sectoral efficiency of resource allocation, however, due to tightening credit constraints.

Recent developments show that credit allocation has been improving, although financial constraints still seem to be worse than before the crisis.
6.1. Introduction

The financial crisis in 2008–9 had a large depressing effect on productivity growth in Europe, reinforcing the deceleration that started earlier (Ollivaud and Turner, 2015, McGowan, Andrews, Criscuolo, and Nicoletti, 2015, and Chapter 1 of this book). Part of the deceleration since 2008 is likely due to the pro-cyclical behaviour of productivity, which was severely affected by the deep recession following the financial crisis. The unimpressive record of productivity growth in the post-crisis years, however, suggests that the crisis may have had more persistent effects. Figure 1 plots firm-level total factor productivity (TFP) for firms in three groups of European countries – core, vulnerable and cohesion – calculated using data from Bureau van Dijk’s ORBIS database. The average and median productivity fell or stagnated in the wake of the financial crisis in core and vulnerable countries and has not exceeded pre-crisis levels. Only the most productive quarter of firms in core countries increased productivity levels relative to the period before the crisis. Total factor productivity in cohesion countries continued growing across the distribution of firms, but from very low levels. TFP levels of firms in this group remain well below those in the rest of the EU.

This chapter focuses on one possible source of such long-lasting effects – resource misallocation emanating from the reduced efficiency of the financial sector in allocating finance. As shown in Borio, Kharrouri, Upper, and Zampolli (2016), credit booms tend to undermine productivity growth through labour misallocation by reallocating labour towards less productive sectors. When credit booms are followed by a financial crisis, they find a misallocation hysteresis effect: resource misallocation is amplified by the crisis.

Figure 1 Distribution of firm-level TFP across EU firms

![Graph showing distribution of firm-level TFP across EU firms](image)

Source: EIB staff calculations based on ORBIS dataset, Bureau van Dijk.

Notes: Core countries: Austria, Belgium, Germany, Denmark, Finland, France, Sweden, UK; Vulnerable: Greece, Spain, Ireland, Italy, Portugal, Slovenia; Cohesion: Bulgaria, Czech Republic, Estonia, Hungary, Poland, Romania, Slovak Republic. Total factor productivity is based on OLS regressions of real value added on real tangible fixed assets and the number of employees (all three variables in logarithms). For each country, the regressions are estimated separately for 16 sectors (based on NACE Rev. 2 classification). TFP refers to the residuals (plus the constant) from the regressions. Value added and tangible fixed assets are deflated using industry level deflators to compare values over time and industry level PPP exchange rates to correct for price-level differences across countries. The figure shows the 10th, 25th, median, 75th and 90th percentiles as well as the mean value for the three groups of countries for three periods (2006-2008, 2009-2011, 2012-2014).

See the notes below Figure 1 for information about the grouping.
The central role of a financial system is to direct financing from those with excess to those in need of it. Financial systems emerge and develop in order to address and reduce fundamental problems in borrower-lender relationships. These problems originate in the asymmetric information that exists between borrowers and lenders. Borrowers have more and better information about their projects and about the effort that they exert in implementing them than do lenders. In addition to this private information problem, managers of borrowing firms have different goals and incentives than owners of these firms and their lenders. These problems generate the so-called agency costs, which result in too little financing and increase its cost and may reduce the efficiency of capital allocation. Inefficient capital allocation reduces the level of aggregate productivity and economic welfare.

The degree to which agency problems are mitigated and the efficiency of capital allocation depend on the efficiency of the financial system. There is a lot of variation in the degree of efficiency of financial systems across countries and over time. Well-functioning financial systems reduce the effects of financial constraints, thereby increasing the availability of external finance to businesses and improving the allocation of capital (Boyd and Prescott, 1986 and Greenwood and Jovanovich, 1990). For instance, the costs to individual savers of searching and assessing possible investment projects are in most cases prohibitively high. As a result, too little savings are made available to finance potential investments and there is no guarantee that the most productive firms are financed. Hence business opportunities will be missed due to lack of finance and capital may be inefficiently allocated.

Banks hold a special place in financial systems, because by specialising in screening and monitoring, they are able to mitigate informational asymmetries and provide financing to small and informationally opaque firms that make for an overwhelming share of European economies. Banks may also help technological innovation by identifying those entrepreneurs with the best chances to successfully launch new goods and production processes (King and Levine, 1993 and Acemoglu, Aghion, and Zilibotti, 2006). The functioning of banking systems typically improves with economic development (Levine, 2005 and Banerjee and Dufflo, 2005), but it may also vary across states of the world, holding the level of development constant. Banking crises are typical examples. They cause the functioning of banking systems to deteriorate, reducing their capacity to reallocate capital from less productive to more productive projects, resulting in the misallocation of resources in the economy.

Most small and informationally opaque firms depend on one or few banks for external financing and have difficulties substituting with other forms of external financing, when their banks refuse credit. During banking crises, credit constraints become binding and credit does not necessarily go to the most productive projects but to those that are able to provide more collateral and rely less on leverage. This reduces the efficiency of resource allocation in the economy.

Khan and Thomas (2013) rationalise the link between financial crises and resource misallocation in the presence of financial constraints. They study capital reallocation in an economy where investment is partially reversible and firms borrow against collateral. A credit crisis, following a financial shock in this economy generates a persistent recession: binding financing constraints generate persistent disruptions to the distribution of the capital stock, misallocating capital and affecting aggregate productivity. As a result investment declines significantly and output recovers only gradually.

This chapter argues that the financial and sovereign debt crisis in Europe has had a similar negative impact on the efficiency of resource allocation. The credit supply shock that was caused by this twin crisis negatively affected resource reallocation across firms and industries, offsetting the potential cleansing effects of economic downturns and depressing aggregate productivity. Section 2 reviews the literature on financial constraints and resource reallocation and links to financial crises and credit supply disruptions. Section 3 reviews the literature on credit supply shocks and their impact on the economy. Section 4 offers an empirical assessment of the role of the financial sector and of credit constraints on resource misallocation in Europe with a focus on the impact of the financial crisis. Section 5 concludes with policy options.

6.2. Financial constraints and resource misallocation

The academic literature on determinants of productivity growth has emphasised the role of many different factors including human capital, institutions, technology uses and financial development. With the growing availability of micro-level data, recent works have particularly focused on the role of the micro-origins of aggregate performance. Within this strand of literature researchers study the effects of resource allocation on productivity, mostly focusing on intra-industry reallocation. This focus is motivated by the fact that in developed countries inter-industry changes seem to play a minor role in resource misallocation since most mechanisms that may distort allocation of resources within an economy occur at the industry level.

The available estimates of job reallocation, or turnover, for various developed and transition economies point to two main conclusions. First, efficiency of job reallocation reaches the highest levels in the US whereas developed European economies are characterised by higher job reallocation than transition countries. Second, these papers attest to a high variation of job reallocation volumes across countries and this variation is related to the differences of aggregate productivity across countries.

The contribution of reallocation to aggregate productivity growth is significant. In EIB (2015), we show that in Europe over 2005-2011 aggregate productivity would have been between 12% and 60% lower if labour had been randomly allocated across firms. The range of figures is in line with the ones obtained by Bartelsman, Haltiwanger, and Scarpetta (2013) and CompNet Task Force (2014). Foster, Haltiwanger, and Syverson (2008) find that reallocation explains between 25% and 50% of 5-year TFP growth in the US. Several authors estimate similar large effects for other countries. An important study by Hsieh and Klenow (2009) estimates the large TFP gains that would arise from reducing misallocation in India and China to the level of the US. The estimates range between 30% and 60%.

Aware that resource allocation matters for aggregate productivity, the research focus shifted to specific mechanisms that may distort efficient allocation. The regulatory framework is often the first quoted channel as labour and product market regulations distort firms’ entry and exit decisions. Any other policies that regulate the functioning of an industry such as tax incentives, trade policies or size-related policies may also directly impact labour reallocation. Andrews and Cingano (2014) exploit firm-level data on OECD countries to assess the effect of the various mechanisms. They provide empirical evidence that labour and product market regulations have a large impact on the level of allocative efficiency. Bloom, Sadun, and Van Reenen (2016) test another mechanism by looking at the role of management practices on productivity in 34 advanced and developing countries. On average they estimate that management practices account for 30% of aggregate productivity through the reallocation of economic activity towards the better managed firms.

The role of financial markets, which is the focus of this chapter, has drawn much attention in recent years. A number of studies focus on the impact of financial constraints on the efficiency of resource allocation. Financial constraints are modelled as borrowing limits (Midrigan and Xu, 2014), collateral constraints (Banerjee and Moll, 2010, Moll, 2014 and others) or endogenous collateral constraints that arise from limited enforcement of contracts as in Buera and Shin (2013), and Buera, Kaboski, and Shin (2011). In these models, firms accumulate capital with a precautionary motive. The more productive a firm is the higher its return on capital and the greater the incentive to save and reinvest its savings so that it can eventually grow out of the external borrowing constraints. This mechanism assigns little significance to resource misallocation across existing firms. Resource misallocation due to the inefficient entry and exit of firms is, nevertheless, found to be typically more important due to fixed costs related to market entry. Because most entrants have neither sufficient collateral nor a productive technology that allows
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4 See Disney, Haskel, and Heden (2003) for the UK, Lewrick, Mohler, and Weder (2014) for Switzerland.
them to save and finance their entry themselves they have to resort to external finance. In the presence of inefficient financial intermediaries, too few firms obtain external financing and therefore entry is inefficiently low, which reduces innovation and productivity growth.

In Erosa and Hidalgo Cabrillana (2008) the limited ability to enforce contracts and asymmetric information between borrowers and lenders gives rise to misallocation of resources across firms with different productivities, and across industries with different needs for external financing. There are two drivers of this misallocation in their model. First, limited contract enforcement makes it difficult for lenders to penalise borrowers for not revealing private information truthfully. Second, depressed wages and high output prices create economic rents for operators of less productive technologies.

Buera, Kaboski, and Shin (2011), and Midrigan and Xu (2014) study the productivity losses, both across existing firms and due to inefficient entry and exit, that arise from credit constraints. Buera, Kaboski, and Shin (2011) find that financing frictions impact sectors with smaller fixed costs, and therefore less dependent on external finance, mostly across existing firms, while more than half of the impact of financing frictions in the more investment-intensive sectors is through inefficient entry and exit of firms. Moreover, the impact of financial constraints is disproportionately larger in finance-intensive sectors, as shown empirically in Rajan and Zingales (1998).5

Recently, there has been substantial research work analysing the role of financial frictions on the allocation of resources. Borio, Kharroubi, Upper, and Zampolli (2016) find that credit booms have a detrimental effect on productivity by facilitating labour reallocations to low productivity sectors, resulting in misallocation of resources across industries. Binding credit constraints, which typically occur during financial crises, conspicuously amplify this misallocation effect. CompNet Task Force (2015) shows that the financial crisis has somewhat improved reallocations across firms as their results attest that the least productive firms suffered more from credit constraints during the Great Recession in stressed countries. Andrews and Cingano (2014) also exploit cross-section micro-level data to examine the contributions of labour, product and financial market regulations on allocative efficiency. They find a substantial effect of labour and product market regulations, but they see no significant role of financial markets on allocation of resources. Osotimehin and Pappadà (2016) demonstrate that financial shocks considerably affect the reallocation process but only through the entry and exit of firms. Box 2 examines the role of Spanish banks and firm-level financial constraints in the efficient allocation of credit before and after the financial crisis in 2008. The authors find that financial constraints became more binding after the beginning of the financial crisis, as the probability that a firm with a weak financial position would receive a loan declined much more than that for a firm with strong financial position. Credit was allocated to a larger extent to more productive firms after 2008.

5 EIB (2015) provides a more extended review of this literature.
6.3. Credit supply shocks and their role in resource misallocation

Small and transitory events may have large and persistent effects on the economy because of the presence of financial constraints on non-financial firms (Bernanke and Gertler, 1989, Bernanke, Gertler, and Gilchrist, 1999, Kyiotaki and Moore, 1997). Effects are not only persistent but also amplify initial shocks through borrowers’ balance sheets and asset prices. This occurs because asymmetric information between borrowers and lenders generates agency costs that raise the cost of external finance and borrowing limits. Agency costs and borrowing limits fluctuate over the business cycle reinforcing the effects of financial shocks.

Holmstrom and Tirole (1997) argue that banks are also borrowers and are also subject to agency costs. Changes in their net worth or the market value of assets may affect the non-financial sector through the supply of credit. Banks mitigate the agency problems with the amount of capital that they hold. The loss of capital that typically occurs during banking crises, due to falling asset prices and asset quality, means that banks limit loan supply in an attempt to hold up their capital base. Declining supply of loans raises the demand for bond financing that, in turn, increases market risk premiums in order to attract risk-averse investors to buy risky corporate bonds. Higher risk premiums intensify the effects of the credit shock. Gertler and Kyiotaki (2010) combine credit constraints of non-financial borrowers and of financial intermediaries so that the net worth of both financial and non-financial companies has effects on availability of credit and on real activity. They find that the endogenous disruptions to financial intermediation substantially magnify economic downturns.

The financial crisis of 2008-9 and the subsequent sovereign debt crisis in Europe in 2010-12 provided a forceful reminder of the detrimental impact of credit supply shocks on real activity. The relatively recent availability of granular data on loans and loan applications for several European countries, notably Italy, Spain and Portugal, combined with the large disruption in financial markets has helped the research efforts significantly in truly disentangling the effects of credit supply from credit demand.

Box 3 reviews such studies focusing on Italy and argues that the credit supply shock played a significant role in the decline of bank lending in Italy during the financial crisis. Box 4 discusses the role of credit supply on financial conditions for Portuguese non-financial firms both before and after the financial crisis. Reduced credit supply from banks affected by the sovereign debt crisis had a negative impact on the Portuguese corporate sector and especially on highly leveraged firms with large holdings of short-term debt. A common finding of Boxes 2, 3 and 4 is that credit conditions and credit allocation have improved lately in Italy, Portugal and Spain. Borrowers’ balance sheets and riskiness remain key determinants of banks’ lending decisions in the three countries.

The liquidity squeeze following the financial crisis (Ippolito, Peydró, Polo, and Sette, 2016, Iyer, Peydró, da-Rocha-Lopes, and Schoar, 2014), low capital ratios (Jiménez, Ongena, Peydró, and Saurina, 2012, Acharya, Eisert, Eufinger, and Hirsch, 2016) and excessive exposure to debt securities issued by governments in financial distress (Europe Acharya, Eisert, Eufinger, and Hirsch, 2016 and Popov and Van Horen, 2015) created an asymmetric transmission of the financial shock to the real economy as different banks were affected to different degrees by these problems. More affected banks reduced credit by more than the rest. At the same time borrowers could not compensate for this reduction by obtaining credit from less affected banks or other alternative sources of external finance.

The impact was also asymmetric across the non-financial firm size distribution. Consistent with earlier empirical findings of Gerter and Gilchrist (1994) and theoretical arguments that financial constraints deriving from asymmetric information are more relevant for smaller and less transparent firms, Bottero, Lenzu, and Mezzanotti (2015) find that credit for smaller and riskier firms with high exposure to affected banks was reduced more than for those with low exposure and that this had significant negative effect on their investment and employment decisions. Investment and employment of large firms were not significantly affected. This asymmetry is also related to the fact that smaller firms are more dependent...

The asymmetry of the supply shocks across lenders and size of borrowers meant that finance did not necessarily go to the most productive projects. Such asymmetric effects of credit constraints and their impact on resource misallocation during financial crises is analysed in Buera, Jaef, and Shin (2015). They find that a credit crunch has a higher negative impact on small and young firms, who reduce their net employment growth rate more than larger, older firms. This impact creates a capital misallocation effect, as borrowing constraints tighten for low net worth but potentially productive borrowers’ capital is channelled to firms that may be less productive but unconstrained. These are able to expand their production and hire more people, as they encounter lower factor prices. The aggregate result is lower productivity in the economy.

Loan evergreening practices by weak banks that try to postpone declaring losses on non-performing loans are another source of resource misallocation as documented by Peek and Rosengren (2005) and Caballero, Hoshi, and Kashyap (2008) for Japan. Albertazzi and Marcchetti (2010) find evidence of such practices in Italy, especially in large banks with low capitalisation, during the financial crisis.

6.4. Assessing the role of the financial sector in resource misallocation in Europe

Taking stock of the literature on financial constraints, resource misallocation and the role of banks in transmitting financial distress to the real economy, this section examines some evidence on the impact of the financial crisis and the accompanying credit supply shock on resource misallocation in Europe. We look at two aspects: misallocation across sectors and misallocation within sectors using data from Bureau van Dijk’s ORBIS database.

As discussed in section 2, the recent literature on resource misallocation concludes that historically within-sector misallocation of resources has had a much larger quantitative effect on aggregate productivity than inter-sectoral resource misallocation. The years before and immediately after the financial crisis were anything but ordinary, however. First, large imbalances built up across sectors before the crisis in several European countries, where industries from the non-tradable sector, and construction in particular, expanded substantially relative to those in the tradable sector, only to implode after 2008. This boom and bust cycle has created large flows of resources across industries that may have plausibly affected productivity. In section 4.1, we look at the impact of the crisis on reallocation across sectors of the economy. Section 4.2. takes the perspective of intra-sectoral resource allocation. In particular, it examines the relationship between measures of financial friction and productivity and how it may have changed after 2008.

6.4.1. Financial frictions and inter-sectoral misallocation

We look at the impact of the financial crisis on investment by firms with high and low growth opportunities and the role of financial constraints on the intensity of this impact. The analysis uses the ORBIS database from Bureau van Dijk together with data on global price-earnings (PE) ratios for 30 broad sectors of the economy that are mapped into 662 four-digit industries from NACE Rev. 2 classification. Our data covers all EU members in the period 2004-2013. Following the approach of Bekaert, Harvey, Lundblad, and Siegel (2007), we use sector-specific global PE ratios as proxies for growth opportunities of a firm in a
given sector. Firms in industries with global PE ratios above the median in any given year are considered to have good global growth opportunities (GGO) in that year. We interpret total leverage as a proxy for financial constraints and check robustness with other potential indicators of financial constraints. Our key finding is that the financial crisis exacerbated the effects of financial constraints on investment of firms. Moreover it had asymmetric effects on the non-financial corporate sector affecting relatively more the firms with a good business outlook. The combined effect was that profitable business opportunities were missed, which we interpret as evidence of resource misallocation. We find that negative effects of the financial crisis were likely transmitted to firms through their relationship with weak banks.

The empirical specification is a difference-in-differences design. In particular, we examine how the banking crisis and financial constraints affect investment of firms in industries with better growth prospects – our treatment group – relative to other firms. The baseline regression is:

\[
\frac{I_{t+1}}{K_{t+1}} = \beta_1 \cdot \text{GGO}_{it} \cdot \text{Crisis}_{it} + \beta_2 \cdot \text{GGO}_{it} \cdot \left(\frac{\text{Debt}}{\text{Total assets}}\right)_{t+1} + \beta_3 \cdot X_{it} + \beta_4 \cdot \delta_{it} + \beta_5 \cdot \mu_{it} + \beta_6 \cdot \theta_{it} + \epsilon_{it} \tag{1}
\]

Investment is measured in net terms as the annual change in the book value of tangible and intangible capital, adjusted for industry-specific investment deflators. The capital stock is measured as the sum of tangible and intangible fixed assets. Crisis is a dummy variable taking values of 1 if a country has had a financial crisis in any given year, according to the dataset of Laeven and Valencia (2012), and zero otherwise. \(X\) is a vector of firm-specific control variables, including our indicators for financial constraints. Debt to total assets denotes total debt to total assets and is our main indicator of financial constraints. The motivation to choose this ratio as our measure of financial constraints is that high indebtedness increases the wedge between the cost of internal and external finance. This raises the cost of borrowing and at the same time reduces the willingness of lenders to extend credit due to higher agency costs. Lenders may further want to ration credit to highly leveraged firms due to their increasing incentives to invest in riskier but not necessarily very productive projects (Jensen and Meckling, 1976) and a bias for tangible assets to create a larger collateral base (Kim and Maksimovich, 1990).

As a robustness check, we use three different variables to proxy for financial constraints: (i) a dummy variable taking the value of 1 if a firm has fewer than 250 employees and annual sales of less than EUR 10m and is 0 otherwise; (ii) the ratio of tangible fixed assets to total assets – the collateral ratio; (iii) the ratio of earnings before interest, taxes, and depreciation relative to interest payments – the coverage ratio. The rationale for using firm size as a proxy for financial constraints is that smaller firms are more informationally opaque, which implies that they are exposed to higher agency costs. The collateral ratio approximates the ability of firms to obtain secured debt. Higher ability to provide collateral makes access to finance easier. Finally, the coverage ratio measures the capacity of firms to meet their current obligations with current resources. Lower coverage ratios will signal a higher need for external financing but also lower capacity to repay future obligations.

Firm-specific time-invariant characteristics are controlled for by using firm fixed effects. The specification is further saturated with country-time and industry-time fixed effects to control for unobserved time-varying country- and industry-specific drivers of investment, such as aggregate demand or sector-specific investment opportunities.\(^9\)

---

8 This choice reflects the definition of the European Commission of a small or medium-sized enterprise (SME).

9 Sector-year fixed effects absorb the variable controlling for growth opportunities, GGO, and therefore it appears in the regression only through its interaction with the measures of financial constraints and the crisis indicator.
Table 1  Leverage, Crisis impact and investment

<table>
<thead>
<tr>
<th></th>
<th>Investment rate $I_t/K_{t-1}$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td></td>
</tr>
<tr>
<td>Crisis *GGO</td>
<td>-0.017***</td>
<td>-0.105***</td>
<td></td>
</tr>
<tr>
<td>(0.004)</td>
<td>(0.006)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Debt / total assets) * GGO</td>
<td>-0.020***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Debt / total assets</td>
<td>-0.274***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>log(Total assets)</td>
<td>-0.974***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cash flow / total assets</td>
<td>0.405***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.007)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sales / total assets</td>
<td>0.037***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>31797905</td>
<td>15219070</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.205</td>
<td>0.251</td>
<td></td>
</tr>
<tr>
<td>Firm FE</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Country-Year FE</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Industry-Year FE</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>

Notes: The table reports the estimation equation (1), where the dependent variable is firm-specific investment year $t$ relative to capital in $t-1$. All independent variables are in $t-1$, except for GGO. The unbalanced panel covers the period 2004-2013. Standard errors, clustered at firm level, are in parentheses; *p<0.1, **p<0.05, ***p<0.01

Column (1) of Table 1 presents a simplified model, isolating the effect of the crisis on investment. It shows that the financial crisis had a large negative effect on firms’ investment rates and the effect was stronger for firms with good growth opportunities than for the rest, i.e., firms with good growth opportunities reduced investment rates by more than the rest. The estimates of our baseline specification in equation (1) are in column (2). The two coefficients of interest, $\beta_1$ and $\beta_2$, are negative and significant. The negative sign of $\beta_1$ implies that during the financial crisis firms in industries with good opportunities reduced investment more than other firms. Thus, binding financial constraints during the financial crisis had a larger effect on firms with better prospects resulting in a misallocation of resources. Highly indebted firms also invested less, and those of them with good growth prospects decreased investment by more than the firms with below-median growth prospects, as suggested by the negative $\beta_2$. This asymmetric impact of the financial crisis resulted in missed profitable business opportunities.

Column (2) also contains the estimates of the control variables that are standard in the literature. All three have the expected signs: firms that have higher cash flows and sales to asset ratios also have higher investment rates, while the coefficient on total asset is a common scale effect.

Next, in Table 2 we examine the robustness of the results in Table 1 by replacing the leverage ratio with three other indicators of financial constraints: a dummy variable for small firms, in column (2) of Table 2, the collateral ratio in column (3) and the coverage ratio in column (4). For ease of comparison column (1) reproduces the result in Table 1. The sign of $\beta_2$ is as expected for columns (2) and (3) and is statistically significant. Accordingly, small firms with good growth opportunities decreased investment more than other firms as did firms with a smaller share of collateral assets and good growth opportunities. The coefficient on the coverage ratio in (4) is statistically significant but does not have the expected positive
sign. It shows that firms with good growth prospects and high profits relative to their interest payments reduced their investment rates by more than other firms. Given the small size of the coefficient, this effect is probably not economically significant. The estimates of $\beta_1$ are also statistically significant with the expected sign, indicating that also in the alternative specifications the financial crisis had a disproportionately larger effect on firms with good growth prospects.

**Table 2  Robustness check on the effect of financial constraints**

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investment rate $I_t/K_{t-1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Debt/ Total assets</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crisis*GGO</td>
<td>-0.105***</td>
<td>-0.118***</td>
<td>-0.134***</td>
<td>-0.108***</td>
</tr>
<tr>
<td>(0.006)</td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.005)</td>
<td></td>
</tr>
<tr>
<td>(Financial constraints)*GGO</td>
<td>-0.021***</td>
<td>-0.019***</td>
<td>0.113***</td>
<td>-0.00000710**</td>
</tr>
<tr>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.007)</td>
<td>(0.0000029)</td>
<td></td>
</tr>
<tr>
<td>Financial constraints</td>
<td>-0.274***</td>
<td>-0.041***</td>
<td>-6.029***</td>
<td>0.0000867***</td>
</tr>
<tr>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.011)</td>
<td>(0.000024)</td>
<td></td>
</tr>
<tr>
<td>log(Total assets)</td>
<td>-0.974***</td>
<td>-1.170***</td>
<td>-1.053***</td>
<td>-0.914***</td>
</tr>
<tr>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.003)</td>
<td>(0.004)</td>
<td></td>
</tr>
<tr>
<td>Cash flow / total assets</td>
<td>0.405***</td>
<td>0.605***</td>
<td>0.268***</td>
<td>0.428***</td>
</tr>
<tr>
<td>(0.007)</td>
<td>(0.006)</td>
<td>(0.005)</td>
<td>(0.007)</td>
<td></td>
</tr>
<tr>
<td>Sales / total assets</td>
<td>0.037***</td>
<td>0.026***</td>
<td>-0.003**</td>
<td>0.025***</td>
</tr>
<tr>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.001)</td>
<td>(0.002)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>15219070</td>
<td>13991618</td>
<td>19409107</td>
<td>12750158</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.251</td>
<td>0.258</td>
<td>0.289</td>
<td>0.237</td>
</tr>
<tr>
<td>Firm FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Country-Year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Industry-Year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Notes: The table reports the estimation equation (1), where the dependent variable is firm-specific investment year $t$ relative to capital in year $t-1$. All independent variables are in $t-1$, except for GGO. The unbalanced panel covers the period 2004-2013. Standard errors, clustered at firm level, are in parentheses; *p<0.1, **p<0.05, ***p<0.01

The detrimental effect of leverage on investment rates reported here is in line with the results in Chapter 7 of this book, and results in Kalemli-Özcan, Laeven and Moreno (2016). The misallocation effect from binding financial constraints is consistent with predictions of the literature reviewed in section 2. The results in columns (2) and (3) of Table 2 are aligned with predictions of the model in Buera, Jaef, and Shin (2015) and results in Gertler and Gilchrist (1994) and Bottero, Lenzu, and Mezzanotti (2015).

As a final step, we try to assess the role of the credit supply shock in this misallocation result. To this effect we use information about the main banking relationship of firms that is available in the ORBIS dataset. As this information is available for much fewer firms our sample shrinks substantially. In order to measure the extent to which weak banks are indeed at the origin of the documented negative signs of $\beta_1$ and $\beta_2$ we match the information about the main bank of a firm with bank balance-sheet data available from Bureau van Dijk’s Bancscope database. In this way we are able to assign a banking relationship for each firm and corresponding to it an indicator variable for bank strength – Weak bank – that is equal to 1 if the bank’s total capital ratio is below the median in any given year and country, and 0 otherwise. Relative to specification (1) we substitute the indicator variable Crisis with another indicator variable – Weak bank – and add a triple interaction term between GGO, the leverage ratio and Weak bank. In addition, we are now able to saturate our specification even further to control for unobservable
demand and business opportunity effects that are specific to country-sector level, by introducing a triple interaction country-sector-year fixed effect.

Table 3 reports the results. The coefficient of the triple interaction term – between GGO, the leverage ratio and Weak bank – is negative, meaning that high-leverage firms with good global prospects reduced investment more than other firms due to their relationship with a weak lender. The coefficient is not statistically significant at standard significance levels, however. When we measure financial constraints with the collateral ratio, the coefficient becomes positive and statistically significant at 10% significance level, showing that financially constrained firms with good global growth opportunities that are associated with a weak bank invested less than other firms. When we approximate financial constraints with firm size, the coefficient is essentially zero, indicating no effect.

**Table 3  Weak banks and investment misallocation**

<table>
<thead>
<tr>
<th></th>
<th>Investment rate It/Kt-1</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Debt/ Total assets</td>
<td>Small firms</td>
<td>Collateral</td>
<td></td>
</tr>
<tr>
<td>GGO*(Weak bank)*(Financial constraint)</td>
<td>-0.034</td>
<td>0.002</td>
<td>0.060*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.023)</td>
<td>(0.035)</td>
<td></td>
</tr>
<tr>
<td>GGO*(Weak bank)</td>
<td>0.012</td>
<td>-0.010</td>
<td>-0.027**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.022)</td>
<td>(0.013)</td>
<td></td>
</tr>
<tr>
<td>(Weak bank)*(Financial constraint)</td>
<td>0.007</td>
<td>-0.031*</td>
<td>-0.117***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.019)</td>
<td>(0.029)</td>
<td></td>
</tr>
<tr>
<td>GGO*(Financial constraint)</td>
<td>0.023</td>
<td>-0.012</td>
<td>0.133***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.019)</td>
<td>(0.029)</td>
<td></td>
</tr>
<tr>
<td>Weak bank</td>
<td>-0.023</td>
<td>-0.007</td>
<td>0.003</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.018)</td>
<td>(0.011)</td>
<td></td>
</tr>
<tr>
<td>Financial constraint</td>
<td>-0.239***</td>
<td>0.004</td>
<td>-5.973***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.017)</td>
<td>(0.018)</td>
<td>(0.028)</td>
<td></td>
</tr>
<tr>
<td>log(Total assets)</td>
<td>-0.872***</td>
<td>-1.077***</td>
<td>-1.046***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.005)</td>
<td></td>
</tr>
<tr>
<td>Cash flow/total assets</td>
<td>0.335***</td>
<td>0.489***</td>
<td>0.226***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.013)</td>
<td>(0.011)</td>
<td></td>
</tr>
<tr>
<td>Sales/total assets</td>
<td>0.040***</td>
<td>0.025***</td>
<td>0.010***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.002)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>1424957</td>
<td>1653564</td>
<td>2087815</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.28</td>
<td>0.29</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>Firm FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Country-industry-year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>

Notes: The table reports the estimation equation (1), where the dependent variable is firm-specific investment year t relative to capital in in t-1. All independent variables are in t-1, except for GGO. The unbalanced panel covers the period 2004-2013. Standard errors are in parentheses; *p<0.1, **p<0.05, ***p<0.01
These results are in line with the findings in Albertazzi and Marcchetti (2010), Acharya, Eisert, Eufinger, and Hirsch (2016), and Jiménez, Ongena, Peydró, and Saurina (2012) that undercapitalised banks reduced credit more than others. In addition, most studies reviewed in section 3, as well as Boxes 2, 3 and 4 find that financial shocks tightened financial constraints.

6.4.2. Financial frictions and intra-sectoral misallocation

This section studies how financial frictions distort the allocation of resources within sectors. We apply the Olley-Pakes productivity decomposition to a large micro-level dataset covering 17 European countries in the period 1998-2012 to obtain a measure of allocative efficiency at the sectoral level. We then perform an empirical analysis to study the impact of various measures of financial friction on the components of productivity, with a focus on the allocative efficiency. Box 1 describes our empirical specification. Our findings show that financial frictions significantly affect sectoral aggregate productivity growth and that most of the impact is through changes in the allocative efficiency in line with findings in EIB (2015), Bartelsman, Haltiwanger, and Scarpetta (2013), CompNet Task Force (2014), Foster, Haltiwanger, and Syverson (2008) and Hsieh and Klenow (2009). Aware that our results may capture part of the effect of the recent financial crisis, we assess the specific role of the financial crisis. We find that the negative effects of financial constraints on the reallocation process strengthened after 2008.

Box 1 Empirical specification

Decomposition of productivity

For the definition of our measure of labour reallocation we follow the Olley-Pakes (1996) methodology and derive the following productivity decomposition. The sector aggregate productivity is defined by equation (1).

\[ \bar{P}_{st} = \bar{P}_{at} + \sum_{i \in s} (\theta_{it} - \bar{\theta}_{st}) (P_{it} - \bar{P}_{at}) \]  

(1)

\( \theta_{it} \) stands for the labour share of firm \( i \); it corresponds to firm \( i \)'s number of employees over the total number of employees in the sector \( s \) at time \( t \). \( \bar{P}_{at} \) and \( \bar{\theta}_{st} \) relate to the unweighted average of productivity and labour share respectively. \( \bar{P}_{at} \) and \( \bar{\theta}_{st} \) are defined as follows:

\[ \bar{P}_{at} = \frac{1}{n} \sum_{i \in s} P_{it} \]

11 Unweighted means are computed as follows: 

The first term of this decomposition measures the unweighted average level of productivity within the sector. This term reflects firm selection (as defined in models of firm heterogeneity) and productivity improvement at the firm level. The second term of this equation is the so-called allocative efficiency term. It captures the relationship between firm size and firm-level productivity. This term can be seen as measuring the covariance between firm size and firm productivity: the higher the covariance the better the allocative efficiency. The underlying logic is that more productive firms are able to make more of a given set of resources and therefore should draw more of them and increase in size. A well-functioning economy should therefore be characterised by large firms with high productivity and smaller low-productivity ones.

The accounting properties of this productivity decomposition allow us to simply derive productivity growth as follows:

\[ \Delta \bar{P}_{at} = \Delta \bar{P}_{at} + \Delta \bar{AE}_{at} \]  

(2)

It means that productivity changes are explained either by changes in the unweighted average productivity or changes in allocative efficiency.
Empirical strategy
We regress productivity and its components on various measures of financial friction, country-time fixed effects, $\chi_{ct}$, and several control variables:

$$\Delta Y_{cst} = \beta \Delta \text{fin. frictions}_{cst} + \alpha_1 N_{firms,cst} + \alpha_2 \bar{N}_{firms}_{st} + \alpha_3 \bar{N}_{employees}_{st} + \alpha_4 \text{Tech}_{st} + \chi_{ct} + \varepsilon_{cst}, \quad (3)$$

where $\Delta Y_{cst}$ can be the annual rate of change of aggregate productivity of sector $s$ in country $c$ and at time $t$, (denoted by $\Delta P_{cst}$ in equation (2)) or one of the two components from the Olley-Pakes decomposition – $\Delta P_{cst}$ or $\Delta AE_{cst}$. We include the number of firms in a given sector, the average number of firms and the average number of employees across sectors as control variables to capture sector-specific characteristics and control for entry and exit. Haltiwanger, Jarmin, and Miranda (2010) demonstrate the importance of accounting for firms’ size to accurately study labour reallocation. Finally, we include a dummy variable indicating the technological sophistication of a sector according to the Eurostat classification. Depending on the level of R&D expenditures a sector is classified as a high technology, a medium-high technology, a medium-low technology or a low technology sector. This variable controls for technology-induced entry costs as in Andrews and Cingano (2014). These additional control variables capture the main sources of time-varying sector characteristics.

6.4.2.1. Measuring financial constraints

Financial constraints refer to any type of mechanism that impedes the functioning of capital markets, preventing capital from flowing between lenders and borrowers. Here, we focus on mechanisms that may impede reallocation of labour from low productive firms to high productive firms.

As we cannot directly observe the access to external finance we use financial ratios to proxy for it. Following previous works using firm-level data to study financial frictions, we select three different variables to measure firm-level financial frictions, aggregated at the sector level. First we consider the coverage ratio computed as the amount of earnings before interest and tax (EBIT) over interest paid. This ratio captures a firm’s ability to meet its short-term liabilities. This ratio signals good financial health and we expect it to be positively correlated with sector productivity.

We add two more variables: one capturing indebtedness; and another, dependence on external finance. We first compute the leverage ratio as the amount of long-term debt over total assets. This ratio captures the level of general indebtedness and may materialise as a financial constraint because high indebtedness may reduce access to new loans due to higher credit risk and less available collateral. We therefore expect this variable to negatively affect productivity. Finally we compute the financial expenses ratio as the amount of financial expenses over turnover. This variable assesses the external finance burden, i.e. how much of the operating cycle is dedicated to paying back investors. We expect this variable to reflect difficulties in financing productivity enhancement and reallocation of labour.

4.2.2. Estimation results

Table 4 contains the results from estimating the specification described in Box 1. It shows that financial frictions have a significant effect on productivity growth through the allocative efficiency channel. On average, a 10% increase in the leverage growth rate reduces aggregate productivity growth by 1.8% and more than 80% of this decrease is explained by the slowdown of allocative efficiency. These results support the argument that financial frictions reduce the pace of an efficient reallocation process, in line with EIB (2015), Bartelsman, Haltiwanger, and Scarpetta (2013), CompNet Task Force (2014) and several other studies reviewed in section 2.

---

12 The selection of these financial friction measures is in line with the literature studying finance and international trade. See Stiebale (2011) for an application with Orbis data.
**Table 4**   Financial frictions and productivity growth components (1-year change)

<table>
<thead>
<tr>
<th></th>
<th>∆=1 year</th>
<th>∆ Coverage</th>
<th>∆ Leverage</th>
<th>∆ Fin. Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(1)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>Panel A - ∆ Aggregate-productivity ($P_{cst}$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient ($\beta$)</td>
<td>0.014***</td>
<td>-0.018***</td>
<td>-0.054***</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.304</td>
<td>0.293</td>
<td>0.269</td>
<td></td>
</tr>
<tr>
<td>Panel B - ∆ Average productivity ($P_{aav}$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient ($\beta$)</td>
<td>0.005**</td>
<td>-0.003</td>
<td>-0.035***</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.582</td>
<td>0.579</td>
<td>0.548</td>
<td></td>
</tr>
<tr>
<td>Panel C - ∆ Allocative efficiency ($AE_{cst}$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient ($\beta$)</td>
<td>0.009***</td>
<td>-0.015**</td>
<td>-0.019**</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.311</td>
<td>0.308</td>
<td>0.268</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>4,418</td>
<td>4,425</td>
<td>4,782</td>
<td></td>
</tr>
<tr>
<td># Country*year fixed effects</td>
<td>252</td>
<td>229</td>
<td>252</td>
<td></td>
</tr>
</tbody>
</table>

Note: all variables are in logs. The variable productivity is the log of turnover per employee in real terms. Coefficients of industry-specific control variables, as described in Box 1, are not shown in this table. Standard errors are in italics. *** p<0.01, ** p<0.05, * p<0.1.

Source: author’s computation based on Bureau Van Dijk’s Orbis database, period: 1995-2012.

In order to assess the effect of the financial crisis on the relationship between productivity and financial constraints, we estimate the preceding specification adding a dummy variable for the crisis period 2008-2012 and an interaction term of this dummy with the measure of financial friction. The results are in Table 5.

The relationship between aggregate productivity and the measures of financial constraints did not change significantly in the period following the financial crisis relative to the pre-crisis period. It did change, however, for the two components – average productivity and allocative efficiency. While the leverage ratio did not have a discernible effect on allocative efficiency before the crisis, it exerted a significant negative effect on the growth rate of allocative efficiency after 2008. This finding is consistent with the findings in the preceding section that the leverage ratio was a significant source of resource misallocation. The leverage ratio changed its effect on the rate of growth of average productivity after 2008, too, switching from negative to positive. One possible explanation for this change is that less productive firms, which are typically smaller and less leveraged, exited during the crisis thus pushing up simultaneously average productivity and the average leverage ratio.
Table 5  Financial frictions and productivity components (pre-crisis and post-crisis)

<table>
<thead>
<tr>
<th></th>
<th>Δ=1 year</th>
<th>Δ Coverage</th>
<th>Δ Leverage</th>
<th>Δ Fin. Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(3)</td>
<td>(4)</td>
<td></td>
</tr>
<tr>
<td>Panel A - Δ Aggregate-productivity (P_{cst})</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient (β)</td>
<td>0.017***</td>
<td>-0.018**</td>
<td>-0.589***</td>
<td></td>
</tr>
<tr>
<td>D Post-crisis Interaction Coefficient</td>
<td>-0.009</td>
<td>-0.002</td>
<td>0.030</td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.300</td>
<td>0.291</td>
<td>0.269</td>
<td></td>
</tr>
<tr>
<td>Panel B - Δ Average productivity P_{cst}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient (β)</td>
<td>0.003</td>
<td>-0.015***</td>
<td>-0.029***</td>
<td></td>
</tr>
<tr>
<td>D Post-crisis Interaction Coefficient</td>
<td>0.008</td>
<td>0.060***</td>
<td>-0.035**</td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.578</td>
<td>0.580</td>
<td>0.548</td>
<td></td>
</tr>
<tr>
<td>Panel C - Δ Allocative efficiency AEC_{cst}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient (β)</td>
<td>0.014***</td>
<td>-0.003</td>
<td>-0.030***</td>
<td></td>
</tr>
<tr>
<td>D Post-crisis Interaction Coefficient</td>
<td>-0.017</td>
<td>-0.062***</td>
<td>0.065***</td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.309</td>
<td>0.311</td>
<td>0.270</td>
<td></td>
</tr>
</tbody>
</table>

Controls  
Fixed effects  
Observations  
4,408  
4,422  
4,779  

Note: all variables are in logs. D post-crisis is a dummy variable equals to 1 if year>2008 and zero otherwise. The variable productivity is the log of turnover per employee in real terms. Coefficients of industry-specific control variables, as described in Box 1, are not shown in this table. Standard errors are in italics. *** p<0.01, ** p<0.05, * p<0.1.

Source: author’s computation based on Bureau Van Dijk’s Orbis database, period: 1995-2012.

6.5. Policy implications

This chapter explores the link between the asymmetric effects of the tightening in credit supply during the financial and the sovereign debt crises in Europe in the period 2008-2012 and the decline in efficiency of resource allocation during this period that manifested itself in declines in total factor productivity.

The widespread weakness of the European banking sector resulted in significant declines of credit supply by the affected credit institutions. Small and informationally opaque firms, which are most often subject to credit constraints, were hit disproportionately more by this contraction. Such firms were not able to substitute bank loans from their primary bank with other sources of financing. This credit crunch resulted in reduced efficiency of resource allocation as growth of viable firms was constrained by lack of external finance while at the same time finance was relatively more available to firms that could offer collateral but had poorer quality projects and prospects. This experience confirms the importance of prioritising the quick resolution of problems in weak banks in times of financial distress. This reduces possible spillover effects to the rest of the banking sector and the real economy, while at the same time increasing public confidence in the banking sector.
As we show in this chapter, the past financial crisis revealed, once again, the dangers of rapid debt build-up and the debt overhang in the wake of the crisis. This experience strengthens the case for macro prudential and regulatory tools and policies to avoid large debt build-ups.

Our results advocate for a more resilient financial system. More resilience implies fewer financing constraints that may otherwise lead to large-scale misallocation of resources, to people being stuck in low productivity jobs or to having high rates of unemployment. Higher resilience can be achieved through more diversification of financing sources and instruments. Addressing financing constraints is another key policy priority. It requires a mix of structural policies and new or more accessible financing instruments, in order to make long-term external finance less dependent on business cycle fluctuations. While banks are an indispensable part of modern financial systems, they are very exposed to cyclical fluctuations due to their high leverage levels. Excessive reliance on bank lending may leave borrowers without external financing precisely when liquidity is most needed. Therefore it is important that during non-crisis times, efforts are concentrated on increasing the diversity of independent external finance instruments, especially for small firms that are unable to substitute bank loans with direct financing from capital markets. Continuing the development of pan-European policies to provide a framework that strengthens the banking sector, as well as fostering the availability of other sources of finance should be a key priority. In this regard, the setting-up of the Banking Union and initial steps towards establishing a Capital Market Union are very important.

Box 2 The role of the banking system in the credit reallocation process in the Spanish corporate sector over the recent business cycle

The aggregate stock of bank lending to Spanish firms has been falling since 2009, with a rate of contraction that is progressively moderating. Micro data show that this development has been accompanied by a significant credit reallocation within the corporate sector. Against this background, this box analyses the credit reallocation process in the Spanish corporate sector before and after the crisis and the role of banks in it.

The micro data from the Banco de España’s Central Credit Register (CCR) and the Central Balance Sheet Data Office (CBSO) show that the contraction in the aggregate stock of corporate bank credit since 2009 has been compatible with the existence of a significant percentage of companies (close to 35% at its minimum, in 2012) whose stock of credit did not fall (see Panel 1 of Figure 1). Panel 2 of Figure 1 reveals that before the crisis the differences in the mean total factor productivity (TFP) levels between firms whose stock of bank credit does not diminish and those whose stock of bank credit diminishes were positive but very small, whereas this gap increased considerably during the crisis and has continued to do so in the most recent recovery period. The same results can be observed for the main sectors of activity (see Panel 3 of Figure 1). A simple statistical t test indicates that before the crisis, differences in TFP levels between the two types of firms were not significant in some sectors. However, since then, those tests point more clearly to significant differences in productivity levels between the two groups of firms in most sectors. Panel 4 of Figure 1 shows that similar results are obtained when comparing variables that proxy for the financial soundness of firms (such as indebtedness or interest burden) for the two groups of firms. More specifically, those firms whose stock of bank credit does not diminish are financially stronger than those that are deleveraging, and these differences have increased since the start of the crisis. This shows that a healthy credit reallocation process has been taking place in the recent period within the Spanish corporate sector. In particular, bank lending is shifting from less productive and financially weaker firms to more productive and financially sounder firms.

13 This box was prepared by Roberto Blanco and Noelia Jiménez, Financial Analysis Division, Banco de España. The views expressed in the box are those of the authors and do not necessarily reflect those of the Banco de España or the Eurosystem.

14 The CCR compiles monthly individual information on the credit balances and credit situation of loans over EUR 6,000 provided by all credit institutions operating in Spain. The CBSO database contains information on firms’ profit and loss accounts and balance sheets.
The increasing reallocation of credit towards more productive and financially stronger firms observed during the recent period could be the result of demand factors (i.e. demand for new lending from more productive and financially sounder firms) and also supply factors (i.e. banks are discriminating more among firms according to their different economic and financial situations when granting loans). This box focuses on supply factors using the CCR, which is a unique dataset to test for the existence of such factors. In particular, it contains the requests for information that banks file with the CCR to ascertain the debt position of firms that apply for loans and with which they have no previous exposure. Using these information requests it is possible to identify a subgroup of firms that is seeking bank funding, and by observing how their credit balances evolve it is also possible to know whether those firms actually obtained that funding. A linear probability model has been estimated for the subgroup of firms applying for loans to banks with which they had no previous debt and for which individual firm characteristics are available in the CBSO. The probability of a firm being granted a loan has been modelled as a function of a series of firm-specific variables and a set of fixed effects, allowing at the same time for time-varying coefficients by sub-period to check for the existence of possible structural breaks. In particular, three sub-periods are considered: the expansionary phase before the crisis (2004-07, sub-period 1), the crisis (2008-12, sub-period 2) and the economic recovery (2013-15, sub-period 3). Table 1 shows that firm age and size have an unexpected negative effect on the probability of obtaining a loan, a result which may be linked to a possible bias in the sample of firms used in the estimations. The estimated coefficients for all the financial variables – indebtedness, interest burden and the binary variable of having previous non-performing loans – have the expected sign and are statistically significant. The analysis by sub-period shows that, from the start of the crisis, the probability of obtaining a loan became more sensitive to changes in the financial situation of firms, i.e. the absolute value of the coefficients for the indebtedness and interest burden variables increased notably, suggesting that banks started to discriminate more between firms according to their financial situation compared to the previous expansionary phase. During the current recovery period, in absolute terms the coefficients have increased only marginally. The changes in the values of the coefficients between sub-periods 1 and 2 and between sub-periods 2 and 3 are statistically significant. By contrast, the coefficient for the doubtful loan variable changed only marginally in the three sub-periods and the changes were not statistically significant.

Based on the above estimations, Figure 2 shows the estimated probability of obtaining a loan for the median firm and for firms with stronger and weaker financial positions. According to those estimates, during the crisis the probability declined for all firms, but the decrease was more marked for those with higher debt and interest burden ratios than for those with a better financial situation. Moreover, whereas in the case of stronger firms the probability started to recover in 2012, for weaker firms it only started to increase in 2014 and the rise was more moderate. Thus, in 2015, the probability for stronger firms was around 5 pp below the 2005 level, whereas for weaker firms the difference was around 18 pp.

---

15 More specifically, a firm is considered to have obtained a loan when its credit balance (including both the amount drawable and the amount drawn) increases between t-1 and t+3 with banks with which it had no exposure.

16 The estimates derive from a linear probability model that includes, as explanatory variables, asset size, a binary variable that indicates whether the firm has an NPL balance, the logarithm of 1 plus the age in years of the firm, the debt ratio (calculated as interest-bearing borrowing minus cash over total assets) and the interest burden ratio (calculated as interest payments over gross operating profit plus financial revenue). It also includes fixed firm effects and fixed time effects. The estimates were made for the subgroup of firms in the CCR for which there is information in the CBSO. The data cover the period 2004 to 2015.

17 In particular, the CCR only provides information on loan applications from firms that apply for loans to banks with which they have no previous exposure. In this regard, this finding could reflect the fact that larger and older firms applying for loans to banks with which they have no exposure tend to be riskier than other firms with similar observable characteristics. In particular, some of those firms may be seeking loans from new banks because their usual banks have refused to grant them funding in view of their perceived poor credit quality. As a matter of fact, when a linear probability model is estimated for the probability of obtaining a loan from any bank – with or without previous exposures – including the same explanatory variables, firm age and size have the expected positive impact. When using this alternative definition, the main qualitative results of this box remain unchanged.

18 To compute the probability of obtaining a loan for the median firm, the median value of every independent variable is considered. For firms in a weaker and a stronger financial position, the value of the 90th and 10th percentiles, respectively, of the interest burden and the debt ratio are taken and the median for the other variables.
To sum up, since the start of the crisis a healthy credit reallocation process has taken place within the Spanish corporate sector, a development that is widespread across sectors. More specifically, firms whose credit does not diminish show, on average, higher productivity levels (and are financially sounder) than those immersed in deleveraging processes, a pattern that was less clear before the crisis. This seems at least partly related to the fact that banks are now discriminating more among firms according to their different economic and financial situation when granting loans. This credit reallocation process has positive implications for economic growth and could be one of the factors behind the good performance of the Spanish economy, and in particular of investment, in the recent period.

**Figure 1**  Credit allocation among Spanish financial corporations

- **Percentage of firms whose credit does not diminish**
- **Total factor productivity (a)**
  - $100 = $\text{Mean productivity in 2004}$ of those firms whose credit diminishes
- **Total factor productivity (b)**
  - **Mean differences**
- **Interest burden ratio (c)**
  - **Mean of interest burden ratio**

- **Source:** Hsieh and Klenow (2009).
  - **a.** Calculations based on matched CCR and CBSO data. Total factor productivity (TFP) measures the relationship between the productive factors used and the output obtained. The chart shows the mean TFP, calculated as the weighted average of the sectoral means. The weights are based on the gross value added. The figures for the TFP in the year t are calculated using the data for year t-1.
  - **b.** Dots represent the difference in the percentage points of the mean productivity between firms whose credit does not diminish and those firms whose credit diminishes. The 5% confidence interval is represented by straight lines.
  - **c.** Calculations based on the matched CCR and SBSO data. The interest burden ratio is calculated as the interest on the borrowed funds over gross operating profit plus financial revenue. The figures for the interest burden ratio in year t are calculated using the data for year t-1.
Figure 2  Probability of obtaining a loan (a)

Source: Banco de España.

a. Calculations are based on the estimation results of Table 1. For the median firm, the median values of all variables are considered; for the stronger and weaker firms, the 10th percentile and the 90th percentile, respectively, of the interest burden ratio and the indebtedness ratio are considered and the median values for the other variables.

Table 1  Marginal impact on the probability of obtaining a loan (a)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total assets</td>
<td>-0.041***</td>
<td>-0.034***</td>
<td>-0.030***</td>
</tr>
<tr>
<td>Previous doubtful loans</td>
<td>-0.130***</td>
<td>-0.120***</td>
<td>-0.123***</td>
</tr>
<tr>
<td>Age</td>
<td>-0.025***</td>
<td>-0.008</td>
<td>-0.019</td>
</tr>
<tr>
<td>Indebtedness</td>
<td>-0.059***</td>
<td>-0.161***</td>
<td>-0.173***</td>
</tr>
<tr>
<td>Interest burden ratio</td>
<td>-0.001*</td>
<td>-0.004***</td>
<td>-0.005***</td>
</tr>
</tbody>
</table>

* 10% significance  
** 5% significance  
*** 1% significance

Source: Banco de España.

a. Estimated coefficients from a linear probability model with data from 2004 to 2015. The dependent variable is a dummy variable that takes 1 if the loan is granted and 0 otherwise. The explanatory variables are: asset size, a binary variable indicating whether the firm has a non-performing loan balance, age, the debt ratio and the interest burden ratio. For a more detailed description, see footnote 16.
Box 3  Studies of supply and demand of bank credit to non-financial firms in Italy19

Bank credit to Italian non-financial firms during the global financial and sovereign debt crises. During the first half of 2007, before the outbreak of the global financial crisis, bank credit to non-financial firms in Italy was growing at around 12% on an annual basis, following a period of rapid expansion (Figure 1). By the end of 2008 bank loan growth had markedly slowed down. After a brief recovery in 2010-11, the growth rate of bank lending to both large and small businesses further declined and by the end of 2012 turned negative, consistently with the sluggish economic growth. The contraction of bank loans has been gradually slowing down in the last three years and in the first months of 2016, but aggregate figures mask significant heterogeneity by firm size and sector, as discussed below.

Disentangling supply from demand.

Understanding the contribution of supply and demand factors to credit dynamics, particularly after a crisis, is critical to the end of choosing the appropriate policy response. The empirical challenge of disentangling the roles of credit supply shocks and of the contraction in demand can be tackled in many ways. These include the examination of survey-based data on banks (responses of Italian banks participating in the euro area Bank Lending Survey and the regional survey conducted by the Banca d’Italia) and firms (see for example the Banca d’Italia Financial Stability Report 1, 2016), together with the analysis of credit volumes and loan spreads (e.g. Panetta and Signoretti, 2010).

A robust strategy to identify supply shifts is to investigate the relationship between firms and multiple banks with the use of micro data. Difference-in-difference regressions of loan growth are estimated controlling for demand with firm fixed effects, as suggested by Khwaja and Mian (2008). During the global financial crisis, in 2007 and 2008, Italian banks were primarily hit by negative shocks on the funding side of the balance sheet, originated by the instability on wholesale markets. Larger institutions were affected most. Empirical studies analysed the transmission of these shocks to borrowers, using bank-firm relationship data and exploiting the heterogeneity of the shocks across intermediaries. Such studies show that banks that were relying more extensively on the interbank market before the global financial crisis reduced the amount of granted loans and were less likely to accept new loan applications. Similarly, banks that used to fund larger shares of their loans through securitisation tightened credit supply conditions more than other institutions after the freeze of the securitisation market (Bonaccorsi di Patti and Sette, 2016). Although borrowers with closer relationships with their lenders experienced a milder credit supply shift (Sette and Gobbi, 2015), banks generally tightened their lending policies in response to the higher risk of borrowers after 2007. Banks increasingly relied on balance sheet indicators of borrowers’ financial strength, such as leverage, rather than on signals of growth prospects or on soft information to grant loans (Albareto and Finaldi Russo, 2012).

The credit supply effect of the higher funding costs during the sovereign debt crisis on both the volume and the cost of loans was studied by comparing lending by foreign banks’ subsidiaries established in Italy and Italian banks in 2010-2011; the analysis employs bank-firm relationship data on a very large sample of firms (Bofondi, Carpinelli and Sette, 2013). Analyses of this kind are robust in identifying the existence of a supply channel but cannot be used to assess the magnitude of a credit supply restriction affecting the whole banking system nor the impact of concurrent demand shifts (absorbed by the firm fixed effects).

A different approach is followed by Del Giovane, Nobili and Signoretti (2013), based on the responses of Italian banks to the euro area Bank Lending Survey and on bank-level data for 2002-201220. The study estimates a system of simultaneous equations for loan demand and supply curves describing

19 This box was prepared by Emilia Bonaccorsi di Patti, Financial Stability Directorate, Banca d’Italia. The opinions expressed do not necessarily reflect those of the Banca d’Italia, the Eurosystem or their staffs.
20 Another study by Del Giovane, Ismao, and Nobili (2011) uses the BLS and bank-level data to estimate the effects of demand and supply factors on loan volumes in Italy during the global financial crisis, up to the immediate aftermath of the Lehman Brothers failure.
a partial equilibrium framework in which the restrictions of credit supply lead to an adjustment of the quantities via the elasticity of loan demand to the cost of credit; a disequilibrium framework, in turn, accounts for the possibility of credit rationing. Banks’ funding cost and the perception of growing risk mostly affected the dynamics of loans to firms via the elasticity of loan demand to the bank margin. A worsening in banks’ capital position and funding difficulties exerted a direct negative effect on credit growth, consistent with quantity rationing; this effect was largest at the end of 2011 and decreased as liquidity conditions improved following the measures adopted by the ECB. The study suggests that on average the negative contribution of supply shifts to the growth rate of loans was smaller than the one of demand-side factors, except for during the fourth quarters of 2008 and 2011. The supply effect was nonetheless sizeable; as of the second quarter of 2012, had supply conditions remained at the pre-crisis levels interest rates applied to borrowers would have been around 200 basis points lower and the stock of credit would have been 8% higher.

Complementary evidence from studies focusing on data from samples of firms suggests that credit constraints did have a significant impact at the firm level (Gaiotti, 2011; Cingano, Manaresi and Sette, 2016), although they are not the most important factor in explaining why investment remained persistently weak after 200821 (Bond, Rodano, Serrano-Velarde, 2015).

Heterogeneity in recent credit dynamics.
The sharp contraction in lending to firms observed in the past three years is gradually waning. In the first half of 2016 credit to non-financial firms stagnated, but the aggregate figures conceal significant heterogeneity across sectors (Figure 2). The growth of bank loans is positive for firms in manufacturing and in some segments of the service sector, but remains negative for those in the construction industry and in sectors in which the recovery in economic activity has been weaker (see the box: “Recent trends in lending to firms according to sector of activity”, Banca d’Italia Economic Bulletin n. 1, 2016). Survey-based information collected from Italian banks participating in the euro area Bank Lending Survey indicates that demand is picking up. At the same time, according to the banks interviewed, credit supply conditions have gradually eased since 2014. Nevertheless, assessing credit supply conditions in absolute terms is difficult because the survey questions only refer to quarterly changes with respect to the previous period. In March 2016, according to the responses to a specific question on this topic, the credit standards applied in the first quarter of this year by most banks were still slightly tighter than those applied on average between the second quarter of 2010 and the end of 2015 (see the box: “Credit Supply and Demand”, Banca d’Italia Economic Bulletin n. 3, 2016).

The riskiness of borrowers remains one of the main drivers of credit supply conditions; a breakdown of firms by broad risk class shows that firms that exhibit strong balance sheets are expanding their borrowing (Figure 3) while for risky ones loans are contracting. Nevertheless, a significant difference persists between medium-large firms and the smallest businesses, even within the same risk categories (Banca d’Italia Financial Stability Report 1, 2016). A role for specific supply constraints on smallest firms’ access to credit is suggested by the ECB Survey on Access to Finance in the Euro Area (SAFE), according to which obstacles to obtaining bank loans, still relevant for Italian SMEs, are more significant for microenterprises (see the October 2015-March 2016 wave, at https://www.ecb.europa.eu).

21 An analysis of the determinants of the rise in investment in Italy based on aggregated data can be found in the box “The determinants of the decline in investment”, Banca d’Italia, Annual Report on 2014.
Figure 1  **Real GDP and bank loans, rates of growth in per cent**

Bank loans to nonfinancial firms (12-month percentage changes)

![Graph showing Real GDP and bank loans, rates of growth in per cent](image)

Sources: ISTAT and Supervisory reports. (1) The data refer to non-financial corporations and producer households. Loans include repos and bad debts. Percentage changes are calculated net of the effects of securitisations, reclassifications, value adjustments and other variations not due to transactions. (2) Real GDP growth, 2010 chained.

Figure 2  **Bank loans to nonfinancial firms by industry (12-month percentage changes)**

![Graph showing Bank loans to nonfinancial firms by industry](image)

Source: Supervisory reports. (1) The data refer to non-financial corporations and producer households. Loans include repos and bad debts. Percentage changes are calculated net of the effects of securitisations, reclassifications, value adjustments and other variations not due to transactions.
Figure 3  Loans to non-financial firms by risk category and size
(12-month percentage changes)

Sources: Banca d’Italia and Cerved. (1) Loans granted by banks and financial companies. Data for 2014 refer to a sample of about 423,000 companies; those for 2015 refer to about 373,000 companies whose 2014 balance sheets are available. The classification by risk category is according to the scores assigned by Cerved.
Box 4  The supply of financing available to non-financial corporations in Portugal: an overview

In understanding the economic consequences of the evolution of credit supply in Portugal during the crisis it is important to go back to the genesis of the strong accumulation of debt, which began in the years preceding the euro. To a certain extent, this building-up of debt was regarded as borrowing against expected future growth, as the Portuguese economy converged with the European core (Fagan and Gaspar, 2007). In a context of increasing financial liberalisation and integration together with persistent low global risk aversion, Portuguese banks easily funded their needs in the international financial market, ensuring the financing of a bank-dependent non-financial private sector. For more than a decade, the building-up of the negative external position of the Portuguese economy mirrored the building-up of the non-financial sectors’ debt (Figure 1).

Figure 1  Indebtedness of households, non-financial corporations and general government and international investment position (% of GDP)

Contradicting initial expectations, the beginning of EMU marked the start of a prolonged period of low growth for Portugal while private sector indebtedness maintained an upward trend. While Blanchard (2007) blames nominal wage and price rigidities and a countercyclical fiscal policy, Reis (2013) proposes an explanation for the slump of the 2000s based on the misallocation of the abundant capital flows received from abroad. Reis argues that an inefficient financial sector sustained the expansion of an unproductive non-tradable sector at the expense of the more productive tradable sector. In line with these arguments, the research by Dias et al. (2015, 2016) finds that the inefficiency in the allocation of resources, both across sectors and across firms within sectors, increased over the last 15 years, contributing to the poor economic performance of the economy in this period. Figure 2 illustrates these arguments by showing that indebtedness ratios increased most in construction and real estate activities and declined in manufacturing. Moreover, an incorrect risk perception by the banking system contributed to biasing the stock of bank loans towards firms with higher risk.

---

22 This box was prepared by Luísa Farinha, Economics and Research Department, Banco de Portugal. The views expressed in the box are those of the author and do not necessarily reflect those of the Banco de Portugal or the Eurosystem.

23 Risk is measured by firm-level z-scores (see Antunes and Martinho, 2012).
In March 2011, a few months after the Greek bailout, the risk perception associated with the Portuguese sovereign debt suddenly worsened and a request for external financial assistance became unavoidable. The memorandum of understanding signed with the international entities (IMF, EC and ECB) in May 2011 marked the beginning of an adjustment process. Bank credit to firms started a deep and persistent declining trend. Identifying the impact of the financial crisis on credit, investment and employment became a topical issue in the empirical literature. Antunes and Martinho (2012) find that access to credit for Portuguese firms became more difficult after 2009 and that credit restrictions were particularly relevant for firms seeking credit for the first time. Iyer et al. (2014) also find evidence that the liquidity shock induced a credit supply contraction mainly for the smaller firms. Farinha and Félix (2015) find that in 2012 approximately 15% of Portuguese SMEs were partially credit rationed and 32% of were fully rationed. Recent research by Buera and Karmakar (2016) does not find on average any significant effects of the bank balance sheet shock on several outcome variables at the firm level, namely employment and fixed assets. Nevertheless, they exploit firm heterogeneity and find that ex ante more leveraged firms and firms with more short-term debt were more adversely affected by the shock. The results in Barbosa (2016) suggest that the main channel of transmission of the shock was related to banks’ funding structure, in particular the availability of eligible assets to the ECB’s operations. In turn, exposure to sovereign debt securities and solvency ratios provide a weaker explanation for the evolution of investment and employment at the firm level.

All-in-all, throughout the crisis state-backed guarantees on banks’ debt issuance at first, Eurosystem funding and the financing framework provided by the assistance programme afterwards ensured the gradual and orderly pace of the adjustment process (Figure 3). Moreover, despite the substantially more adverse macroeconomic evolution than initially expected and the challenges still ahead, after three years from the end of the programme there are signs of some return to normality, with bank credit being allocated towards the more productive sectors and the less risky firms (Figure 4).
Figure 3  International financial flows (EUR bn)

Sources: Banco de Portugal

Figure 4  Bank credit to firms, by activity sector and risk profile (annual rates of change, %)

Sources: Banco de Portugal
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Financial Frictions and Sources of Finance for European Firms

Chapter at a glance

- This paper documents the evolution of sources of financing for non-financial firms in Europe and the effects of changes in these financing sources on firms’ real outcome dynamics before and after the European crisis.

- I rely on unique pan-European firm-level data that encompasses the balance sheets and income statements of privately held firms, including a large and representative number of small and medium-sized enterprises (SMEs).

- I find that firms in the euro area accumulated more financial debt than non-euro area firms during the 2000s. This debt came in the form of short-term bank loans and long-term debt, whereas other forms of financing such as equity and retained earnings increased only slightly during the deleveraging process of the crisis years.

- These results are mainly driven by SMEs in the periphery countries, where such firms financed themselves more with loans and with trade credit. Long-term debt is accumulated relatively more by large firms in the core countries.

- In terms of investment, profits and sales, firms that accumulated more debt have experienced declining investment and sales both before and after the crisis, whereas firms that financed themselves with trade credit, equity and retained earnings have experienced the opposite outcome.

- Profits have a negative correlation with trade credit and a positive correlation with debt before the crisis but do not correlate with any form of financing during the crisis.
7.1. Introduction

The recent global financial crisis has renewed attention on the macroeconomic effects of changes in financial market conditions. One important link between financial markets and the real economy is through firms’ financing of their productive activities via external funds obtained through financial markets. A common feature of the global financial crisis on both sides of the Atlantic is the decline in credit to non-financial corporations. This decline in external finance to NFCs is also accompanied by a decline in investment. While investment has recovered to some extent in the US and Japan, this is not the case in Europe (see Figure 1). To understand these differences in investment patterns and hence the differences in the speed of recovery from the recession, we need to understand the factors that led to the decline in credit to firms in Europe. These factors will relate to both the reduced supply of finance by banks since many banks collapsed and needed to be bailed out, but also to the reduced demand for credit by firms given the lack of good investment opportunities during the recession. The economic uncertainty is also a big contributing factor to the decline in credit demand since households have reduced their demand for goods and services produced by firms.

Figure 1  Corporate Investment
Gross Investment by Non-Financial Corporations (% of GDP, Year 2000 = 1)

Source: Eurostat, Cabinet Office, and Bureau of Economic Analysis.

The existing explanations for low investment in Europe have so far emphasised the role of low aggregate demand and financial frictions. Financial frictions can operate via banks, where banks’ balance sheet problems prevent them from lending to any borrower, or via firms, where firms with deteriorating balance sheets become risky borrowers. I would argue that the capital structure of firms’ balance sheets and how this structure has changed over time in terms of different financing sources is key to explaining the financial frictions operating via firms’ balance sheets. To put it differently: if the sluggish recovery were all about low consumer demand and/or weak banks, we would not see differences in investment and in speeds of recovery from the recession across different countries, since these factors are common to several countries in general. As I show in this paper, firm heterogeneity in terms of firm size and how firm size is correlated with firm financing behaviour over time has important implications in terms of explaining the differences in the performance of the aggregate economy for different countries.

I start by documenting the changes in the sources of financing for NFCs in Europe, using a detailed pan-European firm-level dataset. Without an understanding of how firms’ balance sheet structures for liabilities and assets change by firm size and over time, we cannot have an understanding of the different patterns of investment by different sized firms that finance themselves differently. Focusing on European Union countries and mostly small privately held non-financial firms, as opposed
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There is an active body of literature on the cyclical properties of debt versus equity financing. This literature focuses exclusively on the US using either aggregate data from the US Federal Reserve Flow of Funds database or firm-level data from the universe of listed firms as reported in Compustat. This literature has so far produced a puzzle. While both firm and issuance-level data suggest pro-cyclical equity financing and counter-cyclical debt financing, aggregate data-based papers suggest the opposite. Jermann and Quadrini (2006, 2012) document counter-cyclical equity financing using flow-of-funds data. Covas and Den Haan (2012) show pro-cyclical equity issuance and they model this with exogenous, counter-cyclical equity issuance costs. This is a reasonable explanation since Hennessy and Whited (2007) show that external financing costs differ during booms and recessions and also by firm size. Covas and Den Haan (2012) show that the largest listed firms have the opposite financing pattern to smaller listed firms over business cycles. In particular, they find that both debt and equity financing are pro-cyclical for listed US firms except for the top 1% of firms by asset size, which exhibit counter-cyclical equity issues. While the number of the top 1% of firms is small, their substantial size affects aggregate series, which explains the results of Jermann and Quadrini (2006, 2012).3 As a result, aggregate data will mask important heterogeneity in terms of the cyclical properties of firms’ financing behaviour, which is critical in understanding the differences in aggregate investment patterns.

This issue is even more important in Europe. We do not have any evidence on the cyclical properties of equity versus debt financing in Europe, especially by firm size. Europe is very different to the US in many ways. First of all, small firms not only make up a big chunk of the economy but are also responsible for a big chunk of aggregate output. Given the fact that this is the more financially constrained group, Europe provides a perfect testing laboratory for the effects of financial frictions on the macroeconomy. According to the European Commission (2015), more than 98% of all non-financial firms in Europe are SMEs and account for 60% of value added and 67% of employment. Hence in Europe, SMEs matter a lot for aggregate investment and growth. If we wish to understand the effect of financial frictions on the macroeconomy, we have to understand the behaviour of SME financing over time in Europe.

Secondly, Europe is more of a bank-based system than a capital market-based system as in the US. From the supply side, SMEs also account for a big proportion of bank loans. New loans to SMEs represented 30% of all new loans to NFCs during the 2000s, and this figure was 40% for Italy and Spain.4 Of course one issue is why do SMEs in Europe not tap other sources of financing like in the US, such as angel investors and venture capitalists. SMEs in Europe are financed by banks three times more than their counterparts in the US.5 The consensus explanation for this problem is the lack of well developed equity markets in Europe compared to the US.

I find that firms in the euro area accumulated more financial debt than those in the non-euro area during the boom years. This result resonates with the large body of literature that shows the enhancing effects of the removal of currency risk on capital flows and increased borrowing in the euro area countries after 1999. As I demonstrate, this debt accumulation came in the form of short-term bank loans and long-term debt in these countries, whereas other forms of financing such as equity and retained earnings have decreased during normal times and increased only slightly during the deleveraging process of the crisis years. Hence for the euro area countries debt financing is pro-cyclical to a certain extent, although the deleveraging process is not yet complete. Equity financing is counter-cyclical, although the increase in equity financing during the recession years has been modest.

2 The database covers all countries in the European Union except Cyprus and Malta. Data quality for Romania before 2009 is poor and fails to convey pre- and post-crisis variation. Romania is therefore excluded from the sample.
3 Begenau and Salomo (2015) also show that in booms small firms acquire more funds through equity than through debt which is reasonable since small firms are more financially constrained.
4 See Navaretti, Calzolari, and Pozzolo (18 November 2015).
5 See Watson (2 November 2015).
These results are mainly driven by small and medium-sized firms (SMEs), as such firms financed themselves more with loans and trade credit during the boom years compared to large firms. Long-term debt is accumulated more by large firms both in Euro and non-euro area countries. These results suggest the importance of financial frictions in European capital markets, where small firms have a harder time in accessing long-term bank finance and equity finance so they either use trade credit or short-term bank loans to finance themselves. Gopinath, Kalemli-Özcan, Karabarbounis, and Villegas-Sánchez (2016) show that small firms are more financially constrained than larger firms in the periphery countries of the European Union, which led to the misallocation of capital to lower productivity firms and an aggregate TFP decline in the manufacturing sector during the boom years in Southern European countries.

In terms of investment, profits and sales, firms that accumulated more debt experienced declining investment and sales both before and after the crisis, whereas firms that financed themselves with trade credit, equity and retained earnings experienced the opposite outcome. This result hints at the importance of debt overhang on investment and sales. Profits have a negative correlation with trade credit and equity during normal times (a typical finding in the literature) and a positive correlation with debt before the crisis, but do not correlate with any form of financing during the crisis.

The paper proceeds as follows. Section 2 describes the literature. Section 3 presents the data. Section 4 shows the descriptive patterns in the cyclical properties of different forms of financing. Section 5 presents investment, sales growth and profit regressions as a function of changes in the sources of financing. Section 6 concludes with policy implications.

7.2. Literature

Firms’ financial positions are important amplification mechanisms for understanding business cycle fluctuations. Bernanke and Gertler (1989) develop a neoclassical model and show that business downturns reduce borrowers’ net worth, raise agency costs of financing, and lower real capital investment, which amplifies the downturn (vice versa for upturns). The term “financial accelerator” has been used to refer to the mechanism whereby adverse shocks to the economy may be amplified by worsening financial market conditions (see Bernanke, Gertler, and Gilchrist, 1999). Another seminal work by Kiyotaki and Moore (1997) models a dynamic economy in which borrowers’ credit limits are affected by the prices of the collateralised assets on their balance sheet, and at the same time these prices are affected by the size of the credit limits. The dynamic interaction between credit limits and asset prices turns out to be a powerful transmission mechanism by which the effects of shocks are amplified.

Finance literature investigates what determines firms’ balance sheet structures in terms of risk and return trade-offs. Macro-literature argues that, in the presence of financial frictions, an important determinant of firms’ capital structure choices are macroeconomic conditions, since financing decisions depend on the business cycle through its effect on defaults. Korajczyk (2003) documents the fact that target leverage is counter-cyclical for relatively unconstrained firms, but pro-cyclical for relatively constrained firms. Jermann and Quadrini (2012) show that financial frictions and shocks that affect firms’ ability to borrow are important for macroeconomic fluctuations. The tightening of firms’ financing conditions has significant real effects as it contributes to the sharp downturn in GDP and labour.

Covas and Den Haan (2012) develop a model in which firms finance investment needs with both debt and equity. Since debt financing increases the likelihood of default, firms have an incentive to issue equity in order to avoid excessive leverage when they issue debt. Begenau and Salomao (2015) build a model in which small firms issue debt and equity pro-cyclically for a similar reason as in Covas and Den Haan (2012). However, the largest firms find debt financing much cheaper during expansion due to the lower credit constraints that these firms face.

---

6 For a detailed study on the effect of debt overhang on corporate investment see Kalemli-Özcan, Laeven and Moreno (2016), who use matched firm-bank data to separate the firm debt overhang effect on investment from the “weak bank, low credit supply” effect.
A separate but related body of work studies how the supply of finance varies with economic conditions, in particular shocks to the financial institutions. Beginning with the work of Peek and Rosengren (1997), several papers have studied whether bank supply shocks halt credit provision in the domestic economy. See, for example, Kashyap and Stein (2000), Khwaja and Mian (2008), Paravisini, Rappoport, Schnabl, and Wolfenzon (2015), Schnabl (2012) and Jiménez, Ongena, Peydró, and Saurina (2012). Kashyap, Stein, and Wilcox (1993) highlight the change in firms’ composition of financing when they switched to commercial paper issuance from bank lending as a result of tighter credit conditions. A recent version of this early idea is the work by Adrian, Colla, and Shin (2012), which criticises the use of aggregate flow-of-funds data. They show, using micro-level data on loan and bond issuance, an increase in bond financing when there is a reduction in bank loan supply.

The evidence on firm-level real outcomes, such as investment and sales, is sparse. Duchin, Ozbas, and Sensoy (2010) investigate the effect of the 2008 crisis on the corporate investment of US listed firms. Their paper shows that firms with more collateral reduce investment less. Almeida, Campello, Laranjeira, Weisbenner et al. (2012) show that the investment outcomes of firms differed in their long-term debt maturity structure during the 2008 financial crisis. Acharya, Eisert, Eufinger, and Hirsch (2015) investigate the effects of a shock to GIIPS banks on investment by firms that borrow from GIIPS banks. Kalemli- Özcan, Kamil, and Villegas-Sánchez (2016) quantify the effect of the lending channel on investment simultaneously with the effect of the balance sheet channel on investment, since they trace the effect of shocks to banks on investment by firms that borrow from those banks at the same time as the effect of shocks to firms’ own balance sheets. Finally, Kalemli- Özcan, Laeven, and Moreno (2016) match a pan-European firm-level dataset to banks and investigate the effect of firms’ debt overhang on their low investment in the aftermath of the crisis, taking account of the fact that these firms may have also been borrowing from weak banks. They find that firms that entered the crisis with higher levels of debt ended up reducing investment more in the aftermath of the crisis. Firms who borrowed from weak banks also reduced their investment more. These authors define weak banks as those with high exposures to sovereign debt, especially the debt of periphery countries.

7.3. Description of the Data

Our data comes from the ORBIS-AMADEUS database, which is compiled by Bureau van Dijk Electronic Publishing (BvD). Administrative data at the firm level are initially collected by local Chambers of Commerce through business registers and, in turn, relayed to BvD. BvD complements the data via 40 different information providers. In Europe company reporting is a regulatory requirement in most countries through business registers and therefore firm coverage is relatively good.

The dataset contains financial accounting information from detailed harmonised balance sheets, income statements, and profit and loss accounts of firms. Roughly 99% of companies in the dataset are private. Our sample is mainly composed of small and medium-sized enterprises with fewer than 250 employees, and these firms account for almost 70% of the value added and employment in Europe, both in the manufacturing sector and in the aggregate economy. This crucially differentiates our data from other datasets commonly used in the literature such as Compustat for the United States, Compustat Global and Worldscope, which mainly contain information on large listed companies.

This paper will focus on financing variables reported on firms’ balance sheets (see Figure 3). The main financial variables used in the analysis are equity, retained earnings, bank loans, trade credit, long-term debt, total liabilities and assets. Detailed definitions of variables are listed in Table 7. I transform nominal financial variables to real using CPI with a 2005 base and converting to dollars using the end-of-year 2005 dollar/national currency exchange rate. The dataset presents detailed sector classification. Using this classification, I drop financial firms and government-owned firms, and use firms (NFCs) in all the other sectors.

---

7 See Kalemli- Özcan, Sørensen, Villegas-Sánchez, Volosovich, and Yeşiltaş (2015) for extra information on AMADEUS data.
Tables A1 – A6 show the great coverage of the data since these tables report the percentage of missing observations for each financing item in the balance sheet.\(^8\) It is clear that there are few missing observations in few countries for the key financial variables that we are interested in.

Table 8, 9 and 10 report the descriptive statistics. It can immediately be seen that the standard deviations are big for each group of countries: euro area and non-euro area. The retained earnings category has a higher average across firms in the non-euro area, whereas the average levels of trade credits are generally similar between the two groups of countries.

### 7.4. Descriptive Results on Dynamics of Financing

Figure 2 shows an obvious increase in corporate debt to GDP for the countries in the EU, compared to the US and Japan. This is based on aggregate data and does not reveal which type of corporates has driven this increase. To be able to understand this we need to investigate the firms’ balance sheet structure and dynamic changes to this structure at the firm level.

![Corporate Debt](image)

**Figure 2** Corporate Debt
Debt of Non-Financial Corporations (% of GDP, Year 2000 = 1)


Figure 3 shows the typical balance sheet structure of an NFC. Firms’ investments can be funded by both short and long-term external finance (debt and equity), and also by internal finance such as cash and retained earnings and intra-group debts. Cash and intra-group debts are reported under other current liabilities. The literature tends to model investment finance as only long term, but in reality this may not be the case. For external finance, firms can use short-term bank loans (short term refers to a maturity of less than 1 year at the loan origination) and trade credit, which is debt to suppliers and contractors. They can also use more long-term finance such as long-term debt (any financial obligation that has a maturity of longer than a year) and trade debt, which will be booked under other non-current liabilities. Note that trade credit that is short-term is reported under current liabilities but accumulated trade debt can be booked under non-current liabilities.

---

\(^8\) Tables are available in the online appendix to this chapter.
Figure 3  Breakdown of a Firm's Liabilities

Long-term finance will offer protection from credit supply shocks, but firms with good growth opportunities might prefer short-term debt since they may wish to refinance frequently to obtain better loan terms. Most importantly, a stable political environment is a necessary condition for long-term finance and such an environment will go hand in hand with a well regulated banking system and developed capital markets. When lenders cannot rely on institutions to enforce contracts, they also prefer to lend short term.
Any equity financing will be booked under capital or retained earnings, as shown in Figure 3, where, in the case of private firms, such financing can come from private equity, angel investors, venture capitalists or other equity investors including foreign investors. Balance sheet data will not provide details on these. We would also not know from balance sheet data exactly what type of finance has financed what type of investment, since balance sheet data constitutes regulatory/voluntary reporting depending on the country and not a survey that asks a precise question on investment finance. The advantage of balance sheet data is that it is administrative and also longitudinal, as opposed to surveys where response rates can be low and most of the time not the same set of firms are followed over time.

The key point here is to understand, first and foremost, the behaviour of different financing sources over time as reported on balance sheets, before linking these dynamic changes in the balance sheet structure to changes in firms’ real outcomes over time. This will have the advantage of capturing direct shocks to firms’ balance sheets and hence the impact of financial frictions on firms’ investment and sales/profits.

Figure 4 plots secured debt (financial debt) for two groups of countries in four panels. This debt is the sum of short-term loans and long-term debt as a ratio to total liabilities, so this ratio is only composed of the firms’ interest-bearing financial obligations to financial intermediaries, both long term and short term, that are secured by collateral. In the top two panels, I plot the “aggregate ratio” in levels on the left and normalised by first year (2000) on the right, each by country groups, euro area and non-euro area. The aggregate ratio is calculated by adding up all short-term loans and long-term debt (financial debt) of the firms in the countries belonging to each country group and dividing by the sum of total liabilities. The bottom two panels plot the average ratio, that is the average of the ratios of all firms in these countries. The figures make it very clear that aggregate behaviour will be driven by large firms and average behaviour by small firms, and hence the two can deviate from each other if small and large firms have different balance sheet structures that vary over time differentially.

---

9 In most European countries, firms have to report full balance sheets regardless of their size.
According to the normalised ratios, there is a 60% increase in financial debt of NFCs in the euro area countries. This is much less in the non-euro area countries. In fact there is a slight decreasing tendency over time in the financial debt of those countries. 40% of aggregate total liabilities are represented by financial debt in the euro area, whereas for the average firm, this figure is around 20-25%.

Figure 5 plots major components of the balance sheet as shown in Figure 3, as a ratio to total liabilities if the component is a liability and as a ratio to total assets in the case of retained earnings and equity financing. These are ratios calculated on the basis of average firm-level data. I plot normalised ratios to get a better sense of time changes. The large increase over the boom years came in the form of bank loans and long-term debt for the euro area countries. In the non-euro area countries, however, this large increase is due to the increased share of other current liabilities financing, which mainly includes intra-group debt and is hence akin to trade credit. In the non-euro area countries, there is also an increase in retained earnings for the average firm right before the crisis. There is a dramatic collapse in retained earnings in the non-euro area countries during the crisis. It is not clear why this is the case, but since these countries are not subject to fiscal austerity programmes it is likely that firms smooth out the crisis shock using their savings. There is also a decline, though not as dramatic, in the average firm equity among these countries, which might be driven by the same considerations.
Figure 5  Normalised Average Ratios by Country Group (averages of firm-level ratios and normalized at first year)

Figure 6 and 7 (in the Appendix) investigate the role of firm size in detail. Following Eurostat’s official definition, I define firms with 1 to 249 employees as an SME and firms with 250 and more employees as large. Each row plots the normalised average ratio for a given financing item for Euro and non-euro area countries in the respective columns. Within each window I separate out SMEs and large firms. The key result is that SMEs in euro area countries increased loans and trade credit forms of financing during the boom years whereas SMEs in the non-euro area countries preferred other current liabilities as their key
financing option. As shown in Figure 7, long-term debt has increased for the average firm in the euro area countries for both the average SME and average large firm. Equity and retained earnings, on the other hand, slightly increased especially after the crisis for the average SME in the euro area countries. In the non-euro area countries, the average SME increased both equity and retained earnings during the boom years but these financing options quickly disappeared during the recession for SMEs in these countries.

It is worth noting that core and periphery countries in the euro area behave quite differently. Figures 8 to 11 (in the Appendix) break down the group of euro area countries in Figures 4 to 7 into the groups of core and periphery. Figure 8 shows that the substantial increase in the financial debt of NFCs in the euro area countries around the year 2005 was largely driven by the rapid accumulation of financial debt in the core countries. However, this debt ratio has been steadily increasing in the periphery countries from 20% to 30% while in the core countries it has been declining since 2007. This may reflect the attractiveness of risk premiums offered by peripheral markets.

Figure 9 plots major components of the balance sheet grouped by core, periphery and non-euro area countries. Compared with Figure 4, it shows that the increase of bank loans and trade credit over the boom years in the euro area countries all came from the periphery countries. The core countries even witnessed a decrease in these two types of short-term liability. In contrast, the core countries experienced a large increase in long-term debt in the boom years. This difference in debt maturities may be due to the low issuing costs of long-term debt in the core countries.

Figures 10 and 11 reveal how the dimension of firm size drives the patterns observed in Figure 9. In the periphery countries, SMEs contribute to the large increase in the share of bank loans and trade credit, and the substantial decrease in the share of other current liabilities in these countries. However, in the core countries, the increase in the share of long-term debt comes more from large firms than SMEs. The dip in equity and retained earnings’ shares in total assets during the boom years was driven by SMEs in both groups, especially in the core countries.

7.5. Regression Analysis: Investment, Sales, Profit Dynamics

7.5.1. Regression Methodology

The previous section showed that there are important differences in the time paths of different sources of financing and that these differences also vary by firm size. To understand these differences in investment and other real outcome dynamics across firm types, financing sources and countries better, I run a standard investment regression, using our country-year-firm panel dataset, as a function of firms’ financing sources. I also look at the effect of these financing sources and the dynamic changes in them on the firms’ sales and profits. I run:

\[ Y_{it} = \alpha_i + \omega_{ct} + \beta_1 \text{Sales Growth}_{it-1} + \beta_2 \text{Size}_{it-1} + \beta_3 \frac{\text{Debt}_{it-1}}{\text{Total Assets}_{it-1}} + \epsilon_{it} \]

where \( \alpha_i \) is a firm-specific fixed effect and \( \omega_{ct} \) is a country-year fixed effect and absorbs most of the country-wide recession and fall in demand. Sales growth is a standard variable that captures the growth opportunities of the firm. Notice that I cannot use a Tobin Q measure here, which is another growth opportunity variable, since this variable can only be calculated for listed firms and listed firms are only 1% of our sample. The size of the firm is measured with log (total assets) and the ratio of debt to total assets measures firm indebtedness, where I will use different financing sources from firms’ balance sheets for this variable.
\[ Y_{ic,t} = \alpha_i + \omega_{ct} + \beta_1 Sales\ Growth_{ic,t-1} + \beta_2 Sales\ Growth_{ic,t-1} \times Crisis_{ct} + \beta_3 Size_{ic,t-1} \times Crisis_{ct} + \beta_4 \frac{Debt_{ic,t-1}}{Total\ Assets_{ic,t-1}} + \beta_5 \frac{Debt_{ic,t-1}}{Total\ Assets_{ic,t-1}} \times Crisis_{ct} + \epsilon_{ic,t} \]

7.5.2. Results

Table 10 in the Appendix presents descriptive statistics for the variables used in our regression. There is a high degree of variation in all our variables. The countries in the regression sample are: Austria, Belgium, Bulgaria, Croatia, Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Ireland, Italy, Latvia, Lithuania, Luxembourg, Netherlands, Poland, Portugal, Slovakia, Slovenia, Spain, Sweden, United Kingdom.

For most variables I have around 26 million firm-year observations with the exception of profit, a much less well reported variable on the balance sheet (since it is actually from the income statement and a flow variable, as opposed to the stock variables on the balance sheet).

Table 1 shows the results of the regression in equation (1). As expected, sales growth and investment are positively correlated and size (measured by log assets) and investment are negatively correlated. So firms with higher growth opportunities invest more and larger firms invest less. These results are standard in the literature.

Column (1) shows the results when the total debt to capital ratio is added as a regressor, and each additional column shows the effect of another form of debt/savings to gauge the effect of different forms of financing on investment. Each type of financing is positively related to investment, except bank loans and total debt. The largest positive economic impact is from equity, where a 1% increase in the equity to total assets ratio increases the investment ratio by 0.43 percentage points. Given the large standard deviation of equity, the effect is sizeable.

---

*10 When sales growth is on the left hand side instead of the investment to capital ratio, I remove sales growth from the right hand side of the regression.*
Table 1  Net investment/Capital, All Firms Sample

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Total Debt</th>
<th>Trade Credit</th>
<th>Loans</th>
<th>Equity</th>
<th>Retained Earnings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales Growth (_{t-1})</td>
<td>0.0916***</td>
<td>0.0898***</td>
<td>0.0894***</td>
<td>0.0892***</td>
<td>0.0870***</td>
</tr>
<tr>
<td></td>
<td>(55.26)</td>
<td>(54.08)</td>
<td>(53.80)</td>
<td>(51.35)</td>
<td>(50.11)</td>
</tr>
<tr>
<td>Size (_{t-1})</td>
<td>-0.687***</td>
<td>-0.663***</td>
<td>-0.662***</td>
<td>-0.686***</td>
<td>-0.719***</td>
</tr>
<tr>
<td></td>
<td>(-249.45)</td>
<td>(-242.46)</td>
<td>(-242.09)</td>
<td>(-236.27)</td>
<td>(-242.34)</td>
</tr>
<tr>
<td>Total Debt (_{t-1})</td>
<td>-0.436***</td>
<td>0.176***</td>
<td>-0.452***</td>
<td>0.430***</td>
<td>0.427***</td>
</tr>
<tr>
<td></td>
<td>(-107.75)</td>
<td>(29.07)</td>
<td>(-58.38)</td>
<td>(86.48)</td>
<td>(90.35)</td>
</tr>
<tr>
<td>Trade Credit (_{t-1})</td>
<td></td>
<td></td>
<td>-0.452***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loans (_{t-1})</td>
<td></td>
<td></td>
<td></td>
<td>0.430***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(86.48)</td>
<td></td>
</tr>
<tr>
<td>Equity (_{t-1})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.427***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(90.35)</td>
</tr>
<tr>
<td>Retained Earnings (_{t-1})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>15,729,901</td>
<td>15,645,178</td>
<td>15,641,081</td>
<td>14,380,747</td>
<td>14,373,344</td>
</tr>
<tr>
<td>R(^2)</td>
<td>0.22</td>
<td>0.22</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
</tr>
<tr>
<td>Firm FE</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

\(t\) statistics in parentheses. Clustered errors at the firm level. Country-sector-year fixed effects are controlled.

Notes: Net investment is the % annual change in total fixed assets, at constant 2005 dollars. Right hand side variables are lagged with respect to net investment. Total Debt, Trade Credit, Loans, Equity and Retained Earnings are short names for Total Liabilities/Total Assets, Trade Credit/Total Assets, Short-term Loans/Total Assets, Equity/Total Assets and Retained Earnings/Total Assets respectively. Sales Growth is logarithmic change in real sales. Size is \(\log(\text{Total Assets})\).

*\(p<0.10\), **\(p<0.05\), ***\(p<0.001\)

Since I use firm fixed effects, I identify from within variation that consists of changes in firm level investment and changes in the sources of financing over time. Country-sector-year effects control for all the policy changes and also aggregate demand fluctuations at country-sector-year level. Hence I am very well positioned to evaluate the effect of the crisis conditional on aggregate demand fluctuations and industry-level demand fluctuations and using the crisis as a shock to firms’ balance sheets, i.e. their financing sources.

Table 2 does exactly this by reporting results for the regression equation (2). The interesting result of this table is the fact that the effect of all sources of financing has smaller magnitudes during the crisis, meaning the total effect of different sources of financing during the crisis is still similar to their normal time effect in terms of their sign but smaller in magnitude. Hence, the total effect of all the variables is similar to Table 1. This might be due to the fact that our data ends at the end of 2012 and hence cannot capture the full effect of the crisis, which lasted well into 2015 in many countries.

In terms of partial effects, only trade credit has a positive sign during the crisis. In fact during the crisis, only firms with better growth opportunities (sales growth) and firms that financed investment with trade credit can increase their investment. Large firms can also increase their investment during the crisis given the positive partial effect but the total effect of size is still negative. In a similar vein, retained earnings have a partial negative effect on investment during the crisis, but the full effect is still positive. Hence the interpretation is similar to the other sources of financing, that is the positive effect of retained earnings on trade credit during the crisis is a smaller positive. This might be due to the fact that firms with high retained earnings did not want to invest right away and preferred to adopt a “wait and see” approach.
These results shed light on the nature of financial frictions. Conditional on firm size and the time series patterns in the sources of financing shown in the previous section, it is clear that the trade credit result is driven by SMEs. SMEs are financially constrained to start with and become more financially constrained given the shortage of bank financing during the crisis and hence finance their investment with trade credit, which is a form of unsecured debt.

### Table 2  
Net investment/Capital, with Recession Indicator Interactions

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable: (Net investment/Capital)_t</td>
<td>Total Debt</td>
<td>Trade Credit</td>
<td>Loans</td>
<td>Equity</td>
<td>Retained Earnings</td>
</tr>
<tr>
<td>Post*Sales Growth_{t-1}</td>
<td>0.0228***</td>
<td>0.0247***</td>
<td>0.0268***</td>
<td>0.0253***</td>
<td>0.0261***</td>
</tr>
<tr>
<td>(6.93)</td>
<td>(7.47)</td>
<td>(8.13)</td>
<td>(7.34)</td>
<td>(7.59)</td>
<td></td>
</tr>
<tr>
<td>Sales Growth_{t-1}</td>
<td>0.0812***</td>
<td>0.0780***</td>
<td>0.0775***</td>
<td>0.0779***</td>
<td>0.0755***</td>
</tr>
<tr>
<td>(34.89)</td>
<td>(33.89)</td>
<td>(33.28)</td>
<td>(31.90)</td>
<td>(30.94)</td>
<td></td>
</tr>
<tr>
<td>Post*Size_{t-1}</td>
<td>0.0064***</td>
<td>0.0131***</td>
<td>0.0107***</td>
<td>0.0045***</td>
<td>0.0064***</td>
</tr>
<tr>
<td>(6.68)</td>
<td>(13.79)</td>
<td>(11.28)</td>
<td>(4.57)</td>
<td>(6.47)</td>
<td></td>
</tr>
<tr>
<td>Size_{t-1}</td>
<td>-0.692***</td>
<td>-0.670***</td>
<td>-0.668***</td>
<td>-0.689***</td>
<td>-0.723***</td>
</tr>
<tr>
<td>(-242.58)</td>
<td>(-236.39)</td>
<td>(-235.63)</td>
<td>(-229.31)</td>
<td>(-236.01)</td>
<td></td>
</tr>
<tr>
<td>Post*Total Debt_{t-1}</td>
<td>-0.0356***</td>
<td>-0.415***</td>
<td>-0.0320***</td>
<td>-0.0002</td>
<td>0.429***</td>
</tr>
<tr>
<td>(-8.17)</td>
<td>(-83.30)</td>
<td>(-2.79)</td>
<td>(-0.03)</td>
<td>(70.37)</td>
<td></td>
</tr>
<tr>
<td>Total Debt_{t-1}</td>
<td>-0.415***</td>
<td>-0.436***</td>
<td>-0.436***</td>
<td>-0.0002</td>
<td>-0.0237***</td>
</tr>
<tr>
<td>(-83.30)</td>
<td>(-45.50)</td>
<td>(-45.50)</td>
<td>(-0.03)</td>
<td>(-4.79)</td>
<td></td>
</tr>
<tr>
<td>Post*Trade Credit_{t-1}</td>
<td>0.0381***</td>
<td>-0.0320***</td>
<td>-0.0002</td>
<td>0.429***</td>
<td>-0.0237***</td>
</tr>
<tr>
<td>(4.55)</td>
<td>(-2.79)</td>
<td>(-0.03)</td>
<td>(70.37)</td>
<td>(-4.79)</td>
<td></td>
</tr>
<tr>
<td>Trade Credit_{t-1}</td>
<td>0.162***</td>
<td>-0.436***</td>
<td>-0.436***</td>
<td>-0.0002</td>
<td>0.441***</td>
</tr>
<tr>
<td>(22.34)</td>
<td>(-45.50)</td>
<td>(-45.50)</td>
<td>(-0.03)</td>
<td>(74.82)</td>
<td></td>
</tr>
<tr>
<td>Post*Loans_{t-1}</td>
<td>-0.0002</td>
<td>-0.0002</td>
<td>-0.0002</td>
<td>0.429***</td>
<td>-0.0237***</td>
</tr>
<tr>
<td>(-0.03)</td>
<td>(-0.03)</td>
<td>(-0.03)</td>
<td>(70.37)</td>
<td>(-4.79)</td>
<td></td>
</tr>
<tr>
<td>Loans_{t-1}</td>
<td>-0.0002</td>
<td>-0.0002</td>
<td>-0.0002</td>
<td>0.429***</td>
<td>-0.0237***</td>
</tr>
<tr>
<td>(-0.03)</td>
<td>(-0.03)</td>
<td>(-0.03)</td>
<td>(70.37)</td>
<td>(-4.79)</td>
<td></td>
</tr>
<tr>
<td>Post*Equity_{t-1}</td>
<td>0.441***</td>
<td>0.441***</td>
<td>0.441***</td>
<td>0.441***</td>
<td>0.441***</td>
</tr>
<tr>
<td>(74.82)</td>
<td>(74.82)</td>
<td>(74.82)</td>
<td>(74.82)</td>
<td>(74.82)</td>
<td></td>
</tr>
<tr>
<td>Equity_{t-1}</td>
<td>0.429***</td>
<td>-0.0002</td>
<td>-0.0002</td>
<td>0.429***</td>
<td>-0.0237***</td>
</tr>
<tr>
<td>(70.37)</td>
<td>(-0.03)</td>
<td>(-0.03)</td>
<td>(70.37)</td>
<td>(-4.79)</td>
<td></td>
</tr>
<tr>
<td>Post*Retained Earnings_{t-1}</td>
<td>0.441***</td>
<td>0.441***</td>
<td>0.441***</td>
<td>0.441***</td>
<td>0.441***</td>
</tr>
<tr>
<td>(74.82)</td>
<td>(74.82)</td>
<td>(74.82)</td>
<td>(74.82)</td>
<td>(74.82)</td>
<td></td>
</tr>
<tr>
<td>Retained Earnings_{t-1}</td>
<td>0.441***</td>
<td>0.441***</td>
<td>0.441***</td>
<td>0.441***</td>
<td>0.441***</td>
</tr>
<tr>
<td>(74.82)</td>
<td>(74.82)</td>
<td>(74.82)</td>
<td>(74.82)</td>
<td>(74.82)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>15,729,901</td>
<td>15,645,178</td>
<td>15,641,081</td>
<td>14,380,747</td>
<td>14,373,344</td>
</tr>
<tr>
<td>R²</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.23</td>
<td>0.23</td>
</tr>
<tr>
<td>Firm FE</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

* t statistics in parentheses. Clustered errors at the firm level. Country-sector-year fixed effects are controlled.

**Notes:** Net investment is the % annual change in total fixed assets, at constant 2005 dollars. Post is a recession indicator which equals 0 between year 2000 and 2007, and 1 between year 2008 and 2012. Right hand side variables are lagged with respect to net investment. Total Debt, Trade Credit, Loans, Equity and Retained Earnings are short names for Total Liabilities/Total Assets, Trade Credit/Total Assets, Short-term Loans/Total Assets, Equity/Total Assets and Retained Earnings/Total Assets respectively. Sales Growth is logarithmic change in real sales. Size is log(Total Assets).

*p<0.10,**p<0.05,***p<0.001
Table 3 and 4 repeat the same exercise for profits. I use the profit to capital ratio now as the dependent variable instead of the investment to capital ratio. Total debt and loans are now positively correlated with profits (as opposed to investment) and equity and retained earnings negatively correlated. However, as shown in Table 4, the effects of different forms of financing do not change their sign during the crisis for the profit ratio. In fact during the crisis it does not matter in terms of profits what form of financing is used. This can be because profits were down for everyone given the recession regardless of the form of financing different firms use.

Table 3  Profit/Capital, All Firms Sample

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales Growth&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>1.136***</td>
<td>1.057***</td>
<td>1.155***</td>
<td>1.010***</td>
<td>1.059***</td>
</tr>
<tr>
<td>Total Debt&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>6.593***</td>
<td>6.275***</td>
<td>1.914**</td>
<td>-5.900***</td>
<td>-4.202***</td>
</tr>
<tr>
<td>Trade Credit&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>6.593***</td>
<td>6.275***</td>
<td>1.914**</td>
<td>-5.900***</td>
<td>-4.202***</td>
</tr>
<tr>
<td>Loans&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>6.593***</td>
<td>6.275***</td>
<td>1.914**</td>
<td>-5.900***</td>
<td>-4.202***</td>
</tr>
<tr>
<td>Equity&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>6.593***</td>
<td>6.275***</td>
<td>1.914**</td>
<td>-5.900***</td>
<td>-4.202***</td>
</tr>
<tr>
<td>Retained Earnings&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>6.593***</td>
<td>6.275***</td>
<td>1.914**</td>
<td>-5.900***</td>
<td>-4.202***</td>
</tr>
<tr>
<td>Observations</td>
<td>652,319</td>
<td>651,759</td>
<td>650,515</td>
<td>592,610</td>
<td>592,072</td>
</tr>
<tr>
<td>R²</td>
<td>0.64</td>
<td>0.64</td>
<td>0.64</td>
<td>0.64</td>
<td>0.64</td>
</tr>
<tr>
<td>Firm FE</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

* t statistics in parentheses. Clustered errors at the firm level. Country-sector-year fixed effects are controlled.

**Notes:** Profit/Capital is the gross profit over real capital stock at constant 2005 dollars. Right hand side variables are lagged with respect to Profit/Capital. Total Debt, Trade Credit, Loans, Equity and Retained Earnings are short names for Total Liabilities/Total Assets, Trade Credit/Total Assets, Short-term Loans/Total Assets, Equity/Total Assets and Retained Earnings/Total Assets respectively. Sales Growth is logarithmic change in real sales. Size is log(Total Assets).

*p<0.10,**p<0.05,***p<0.001
### Table 4  Profit/Capital, with Recession Indicator Interactions

<table>
<thead>
<tr>
<th>Dependent variable: (Profit/Capital)</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Debt</td>
<td>1.212***</td>
<td>1.091***</td>
<td>1.159***</td>
<td>1.339***</td>
<td>1.305***</td>
</tr>
<tr>
<td>Trade Credit</td>
<td>0.928***</td>
<td>0.869***</td>
<td>0.951***</td>
<td>0.762***</td>
<td>0.818***</td>
</tr>
<tr>
<td>Loans</td>
<td>-0.243</td>
<td>-0.283</td>
<td>-0.281</td>
<td>-0.290</td>
<td>-0.353</td>
</tr>
<tr>
<td>Equity</td>
<td>-3.504***</td>
<td>-3.433***</td>
<td>-3.496***</td>
<td>-3.381***</td>
<td>-2.731***</td>
</tr>
<tr>
<td>Retained Earnings</td>
<td>0.962</td>
<td>2.479</td>
<td>-1.617</td>
<td>-0.157</td>
<td>0.960</td>
</tr>
<tr>
<td>Post*Sales Growth&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>6.341***</td>
<td>5.811***</td>
<td>2.235**</td>
<td>-5.829***</td>
<td>0.960</td>
</tr>
<tr>
<td>Sales Growth&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>-3.504***</td>
<td>-3.433***</td>
<td>-3.496***</td>
<td>-3.381***</td>
<td>-2.731***</td>
</tr>
<tr>
<td>Post*Size&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>(1.14)</td>
<td>(-1.33)</td>
<td>(-1.31)</td>
<td>(-1.30)</td>
<td>(-1.57)</td>
</tr>
<tr>
<td>Size&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>(-12.57)</td>
<td>(-12.32)</td>
<td>(-12.48)</td>
<td>(-11.50)</td>
<td>(-9.18)</td>
</tr>
<tr>
<td>Post*Total Debt&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.962</td>
<td>2.479</td>
<td>-1.617</td>
<td>-0.157</td>
<td>0.960</td>
</tr>
<tr>
<td>Total Debt&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>6.341***</td>
<td>5.811***</td>
<td>2.235**</td>
<td>-5.829***</td>
<td>0.960</td>
</tr>
<tr>
<td>Post*Trade Credit&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.962</td>
<td>2.479</td>
<td>-1.617</td>
<td>-0.157</td>
<td>0.960</td>
</tr>
<tr>
<td>Trade Credit&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>6.341***</td>
<td>5.811***</td>
<td>2.235**</td>
<td>-5.829***</td>
<td>0.960</td>
</tr>
<tr>
<td>Post*Loans&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>-3.504***</td>
<td>-3.433***</td>
<td>-3.496***</td>
<td>-3.381***</td>
<td>-2.731***</td>
</tr>
<tr>
<td>Loans&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>(1.14)</td>
<td>(-1.33)</td>
<td>(-1.31)</td>
<td>(-1.30)</td>
<td>(-1.57)</td>
</tr>
<tr>
<td>Post*Equity&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>-3.504***</td>
<td>-3.433***</td>
<td>-3.496***</td>
<td>-3.381***</td>
<td>-2.731***</td>
</tr>
<tr>
<td>Equity&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>(1.14)</td>
<td>(-1.33)</td>
<td>(-1.31)</td>
<td>(-1.30)</td>
<td>(-1.57)</td>
</tr>
<tr>
<td>Post*Retained Earnings&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.962</td>
<td>-5.829***</td>
<td>-0.157</td>
<td>0.960</td>
<td></td>
</tr>
<tr>
<td>Retained Earnings&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.962</td>
<td>-5.829***</td>
<td>-0.157</td>
<td>0.960</td>
<td></td>
</tr>
</tbody>
</table>

* t statistics in parentheses. Clustered errors at the firm level. Country-sector-year fixed effects are controlled.

**Notes:** Profit/Capital is the gross profit over real capital stock at constant 2005 dollars. Post is a recession indicator which equals 0 between year 2000 and 2007, and 1 between year 2008 and 2012. Right hand side variables are lagged with respect to Profit/Capital. Total Debt, Trade Credit, Loans, Equity and Retained Earnings are short names of Total Liabilities/Total Assets, Trade Credit/Total Assets, Short-term Loans/Total Assets, Equity/Total Assets and Retained Earnings/Total Assets respectively. Sales Growth is logarithmic change in real sales. Size is log(Total Assets).

*p<0.10,**p<0.05,***p<0.001
Financing productivity growth

Finally, Table 5 and 6 repeat the same exercise for sales growth as the dependent variable. For normal times, the results mimic the investment regression, except that now the equity is negatively correlated with sales growth. For crisis times, the results are quite different from investment results. Now the partial crisis effects are big enough that when the sign reverts, the total effect also reverts. As shown in Table 6, only firms with enough equity, trade credit and retained earnings could have increased their sales growth during the crisis, since the total effects of these variables are positive. The partial effect of trade credit on sales growth is negative. This is probably due to the fact that a demand collapse affects sales and trade credit both negatively on impact. What is interesting is that the total effect of debt is negative, so firms with a lot of debt experience declining overall sales growth during the crisis.

Table 5  
Sales Growth, All Firms Sample

<table>
<thead>
<tr>
<th>Dependent variable: (Sales Growth)</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent variable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sizeₜ₋₁</td>
<td>0.134*** (250.73)</td>
<td>0.135*** (252.72)</td>
<td>0.135*** (252.08)</td>
<td>0.138*** (242.80)</td>
<td>0.136*** (235.13)</td>
</tr>
<tr>
<td>Total Debtₜ₋₁</td>
<td>-0.0006 (-0.65)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trade Creditₜ₋₁</td>
<td>0.174*** (122.88)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loansₜ₋₁</td>
<td></td>
<td>-0.162*** (-85.40)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equityₜ₋₁</td>
<td></td>
<td></td>
<td>-0.0160*** (-15.29)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retained Earningsₜ₋₁</td>
<td></td>
<td></td>
<td></td>
<td>0.0160*** (15.45)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>15,729,901</td>
<td>15,645,178</td>
<td>15,641,018</td>
<td>14,380,747</td>
<td>14,373,344</td>
</tr>
<tr>
<td>R²</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>Firm FE</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

*t statistics in parentheses. Clustered errors at the firm level. Country-sector-year fixed effects are controlled.

Notes:  Sales Growth is logarithmic change in real sales. Right hand side variables are lagged with respect to Sales/Capital. Total Debt, Trade Credit, Loans, Equity and Retained Earnings are short names for Total Liabilities/Total Assets, Trade Credit/Total Assets, Short-term Loans/Total Assets, Equity/Total Assets and Retained Earnings/Total Assets respectively. Size is log(Total Assets).

*p<0.10,**p<0.05,***p<0.001

(tc "10 Sales Growth, with Recession Indicator Interactions" \f t)
### Table 6  
**Sales Growth, with Recession Indicator Interactions**

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Total Debt</th>
<th>Trade Credit</th>
<th>Loans</th>
<th>Equity</th>
<th>Retained Earnings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Post*Size_{t-1}</td>
<td>-0.0017***</td>
<td>0.0025***</td>
<td>0.0007***</td>
<td>-0.0016***</td>
<td>-0.0016***</td>
</tr>
<tr>
<td></td>
<td>(-8.29)</td>
<td>(12.16)</td>
<td>(3.23)</td>
<td>(-7.22)</td>
<td>(-7.17)</td>
</tr>
<tr>
<td>Size_{t-1}</td>
<td>0.134***</td>
<td>0.134***</td>
<td>0.135***</td>
<td>0.138***</td>
<td>0.136***</td>
</tr>
<tr>
<td></td>
<td>(245.21)</td>
<td>(244.89)</td>
<td>(245.57)</td>
<td>(237.29)</td>
<td>(230.98)</td>
</tr>
<tr>
<td>Post*Total Debt_{t-1}</td>
<td>-0.0727***</td>
<td>-0.0663***</td>
<td>-0.0388***</td>
<td>0.0774***</td>
<td>0.0430***</td>
</tr>
<tr>
<td></td>
<td>(-70.49)</td>
<td>(-35.69)</td>
<td>(-13.84)</td>
<td>(70.71)</td>
<td>(39.45)</td>
</tr>
<tr>
<td>Total Debt_{t-1}</td>
<td>0.0403***</td>
<td>0.204***</td>
<td>0.0388***</td>
<td>0.0774***</td>
<td>0.0430***</td>
</tr>
<tr>
<td></td>
<td>(35.64)</td>
<td>(127.87)</td>
<td>(13.84)</td>
<td>(70.71)</td>
<td>(39.45)</td>
</tr>
<tr>
<td>Post*Trade Credit_{t-1}</td>
<td>-0.0388***</td>
<td>0.204***</td>
<td>0.0388***</td>
<td>0.0774***</td>
<td>0.0430***</td>
</tr>
<tr>
<td>Trade Credit_{t-1}</td>
<td>-0.144***</td>
<td>(64.57)</td>
<td>(13.84)</td>
<td>(70.71)</td>
<td>(39.45)</td>
</tr>
<tr>
<td>Post*Loans_{t-1}</td>
<td>-0.0388***</td>
<td>0.204***</td>
<td>0.0388***</td>
<td>0.0774***</td>
<td>0.0430***</td>
</tr>
<tr>
<td>Loans_{t-1}</td>
<td>-0.144***</td>
<td>(64.57)</td>
<td>(13.84)</td>
<td>(70.71)</td>
<td>(39.45)</td>
</tr>
<tr>
<td>Post*Equity_{t-1}</td>
<td>0.0774***</td>
<td>0.204***</td>
<td>0.0774***</td>
<td>0.0774***</td>
<td>0.0430***</td>
</tr>
<tr>
<td>Equity_{t-1}</td>
<td>(70.71)</td>
<td>(127.87)</td>
<td>(70.71)</td>
<td>(70.71)</td>
<td>(39.45)</td>
</tr>
<tr>
<td>Post*Retained Earnings_{t-1}</td>
<td>0.0430***</td>
<td>0.204***</td>
<td>0.0774***</td>
<td>0.0774***</td>
<td>0.0430***</td>
</tr>
<tr>
<td>Retained Earnings_{t-1}</td>
<td>0.0430***</td>
<td>0.204***</td>
<td>0.0774***</td>
<td>0.0774***</td>
<td>0.0430***</td>
</tr>
<tr>
<td>Observations</td>
<td>15,729,901</td>
<td>15,645,178</td>
<td>15,641,018</td>
<td>14,380,747</td>
<td>14,373,344</td>
</tr>
<tr>
<td>R^2</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>Firm FE</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

_t statistics in parentheses. Clustered errors at the firm level. Country-sector-year fixed effects are controlled._

**Notes:**  
Sales Growth is logarithmic change in real sales. Post is a recession indicator which equals 0 between year 2000 and 2007, and 1 between year 2008 and 2012. Right hand side variables are lagged with respect to Sales/Capital. Total Debt, Trade Credit, Loans, Equity and Retained Earnings are short names for Total Liabilities/Total Assets, Trade Credit/Total Assets, Short-term Loans/Total Assets, Equity/Total Assets and Retained Earnings/Total Assets respectively. Size is log(Total Assets).

*p<0.10, **p<0.05, ***p<0.001

Overall, our results indicate that financial constraints bind during crisis times more so for smaller firms, which have to use trade credit, equity and retained earnings if they want to continue operating and increase their investment and sales.
7.6. Conclusion and Policy Recommendations

I document the evolution of sources of financing for non-financial firms in Europe and the effects of changes in these financing sources on firms’ real outcome dynamics before and after the European crisis. Using unique pan-European firm-level data that encompasses balance sheets and income statements of privately held firms, including a large and representative number of small to medium-sized enterprises (SMEs), I find that firms in the euro area accumulated more financial debt than non-euro area firms during the 2000s. This result shows the importance of the increase in the foreign capital flows within the euro area countries as a result of the removal of currency risk with the introduction of the Euro.

The financial debt is debt due to financial institutions and hence it is a secured (by collateral) form of debt. I show that this debt is accumulated in the form of both short-term bank loans and long-term debt, whereas other forms of financing such as equity and retained earnings increased slightly only during the deleveraging process of the crisis years. These results show that for the euro area countries debt financing is pro-cyclical and equity financing is counter-cyclical to a certain extent.

The results are mainly driven by small and medium-sized firms (SMEs), as such firms financed themselves more with loans and trade credit, especially in the periphery countries. Long-term debt is accumulated relatively more by large firms, more so in the core countries. For both SMEs and large firms debt financing is pro-cyclical. Equity financing registers more mixed results across SMEs and large firms and also across the Euro and non-euro area country firms. In the non-euro area countries equity financing is largely pro-cyclical for SMEs, a result that has also been found for small firms in the US. In the US only very large firms are able to issue equity during the recession. The US results are based on listed firms though, and in this paper the use of non-listed firms implies many other forms of equity financing. The finding that SMEs are able to raise equity financing only in the euro area countries during the recession points to two facts. First, the euro area banks were in a bigger trouble due to their high exposure to periphery country sovereign debt, compared to non-euro area banks, and hence bank financing collapsed more; and second, firms in the euro area were in a better position to raise foreign equity financing (such as FDI) given the higher degree of capital market integration compared to non-euro area country firms.

In terms of investment, profits and sales, firms that accumulated more debt have experienced declining investment and sales both before and after the crisis, whereas firms that financed themselves with trade credit, equity and retained earnings have experienced the opposite outcome. Profits have a negative correlation with trade credit and a positive correlation with debt before the crisis but do not correlate with any form of financing during the crisis.

The existing explanations for the sluggish recovery in Europe so far have emphasised the role of low aggregate demand and financial frictions. Financial frictions can operate via banks, where banks’ balance sheet problems prevent them from lending to any borrower, or via firms, where firms with deteriorating balance sheets become risky borrowers. I show that the capital structure of firms’ balance sheets and how this structure changed over time in terms of different financing sources is key to explaining the financial frictions operating via firms’ balance sheets. Firm heterogeneity in terms of firm size and how firm size is correlated with firm financing behaviour over time has important implications in terms of explaining the performance of the aggregate economy.
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Appendix: Charts and Tables

Figure 6  Normalised Average Ratios by Country Group and by Firm Size
(SME: 1 ≤ employees ≤ 249; Large: employees≥250)
Figure 7  Normalised Average Ratios by Country Groups and by Firm Size (SME: 1 ≤ employees ≤ 249; Large: employees≥250)
Figure 8  Financial Debt/Total Liabilities Evolution by Core and Periphery Countries
Figure 9  Normalised Average Ratios by Core and Periphery Countries (averages of firm-level ratios and normalised at first year)
Figure 10  Normalised Average Ratios by Core and Periphery Countries and by Firm Size (SME: 1 ≤ employees ≤ 249; Large: employees≥250)
Figure 11  Normalised Average Ratios by Core and Periphery Countries and by Firm Size
(SME: 1 ≤ employees ≤ 249; Large: employees≥250)
## Table 7  Definition of Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equity</td>
<td>Shareholders funds or total equity (capital + other shareholders funds)</td>
</tr>
<tr>
<td>Retained Earnings</td>
<td>Other shareholders funds: all shareholders funds not linked with the issued capital such as reserve capital, undistributed profit, also include minority interests if any</td>
</tr>
<tr>
<td>Fixed Assets</td>
<td>Total amount (after depreciation) of non-current assets (intangible assets + tangible assets + other fixed assets)</td>
</tr>
<tr>
<td>Current Assets</td>
<td>Total amount of current assets (stocks + debtors + other current assets)</td>
</tr>
<tr>
<td>Total Assets</td>
<td>Fixed assets + current assets</td>
</tr>
<tr>
<td>Short-term Loans</td>
<td>Short-term financial debts (e.g. to credit institutions + part of long-term financial debts payable within the year, bonds, etc.)</td>
</tr>
<tr>
<td>Trade Credit</td>
<td>Debts to suppliers and contractors (trade creditors)</td>
</tr>
<tr>
<td>Other Current Liabilities</td>
<td>Other current liabilities such as pensions, personnel costs, taxes, intra-group debts, accounts received in advance, etc.</td>
</tr>
<tr>
<td>Short-term Debt</td>
<td>Current liabilities of the company (loans + creditors + other current liabilities)</td>
</tr>
<tr>
<td>Long-term Debt</td>
<td>Long-term financial debts (e.g. to credit institutions (loans and credits), bonds)</td>
</tr>
<tr>
<td>Total Debt</td>
<td>Short-term debt + long-term debt</td>
</tr>
<tr>
<td>Current Liabilities</td>
<td>Current liabilities of the company (loans + creditors + other current liabilities)</td>
</tr>
<tr>
<td>Non-Current Liabilities</td>
<td>Long-term liabilities of the company (long-term financial debts + other long-term liabilities and provisions)</td>
</tr>
<tr>
<td>Total Liabilities</td>
<td>Current liabilities + non-current Liabilities</td>
</tr>
</tbody>
</table>
Table 8  Euro area Countries: Summary Statistics

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>St.Dev.</th>
<th>Min.</th>
<th>Median</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short-term Loans</td>
<td>0.157</td>
<td>0.761</td>
<td>0.000</td>
<td>0.000</td>
<td>45.10</td>
</tr>
<tr>
<td>Trade Credit</td>
<td>0.326</td>
<td>1.138</td>
<td>0.000</td>
<td>0.014</td>
<td>56.38</td>
</tr>
<tr>
<td>Other Current Liabilities</td>
<td>0.533</td>
<td>1.876</td>
<td>0.000</td>
<td>0.104</td>
<td>420.0</td>
</tr>
<tr>
<td>Long-term Debt</td>
<td>0.291</td>
<td>1.340</td>
<td>0.000</td>
<td>0.001</td>
<td>61.23</td>
</tr>
<tr>
<td>Total Debt</td>
<td>1.382</td>
<td>4.740</td>
<td>0.000</td>
<td>0.280</td>
<td>627.4</td>
</tr>
<tr>
<td>Total Liabilities</td>
<td>1.676</td>
<td>5.733</td>
<td>0.001</td>
<td>0.318</td>
<td>1134</td>
</tr>
<tr>
<td>Equity</td>
<td>0.740</td>
<td>4.311</td>
<td>-9.183</td>
<td>0.088</td>
<td>1436</td>
</tr>
<tr>
<td>Retained Earnings</td>
<td>0.484</td>
<td>2.870</td>
<td>-24.81</td>
<td>0.045</td>
<td>897.3</td>
</tr>
<tr>
<td>Equity/Total Assets</td>
<td>0.212</td>
<td>0.523</td>
<td>-5.998</td>
<td>0.238</td>
<td>0.982</td>
</tr>
<tr>
<td>Retained Earnings/Total Assets</td>
<td>0.097</td>
<td>0.483</td>
<td>-6.617</td>
<td>0.119</td>
<td>0.935</td>
</tr>
<tr>
<td>Short-term Loans/Total Liabilities</td>
<td>0.061</td>
<td>0.129</td>
<td>0.000</td>
<td>0.000</td>
<td>0.880</td>
</tr>
<tr>
<td>Trade Credit/Total Liabilities</td>
<td>0.194</td>
<td>0.237</td>
<td>0.000</td>
<td>0.091</td>
<td>0.992</td>
</tr>
<tr>
<td>Other Current Liabilities/Total Liabilities</td>
<td>0.466</td>
<td>0.323</td>
<td>0.000</td>
<td>0.416</td>
<td>1.000</td>
</tr>
<tr>
<td>Long-term Debt/Total Liabilities</td>
<td>0.177</td>
<td>0.264</td>
<td>0.000</td>
<td>0.004</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Table 9  Non-euro area Countries: Summary Statistics

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>St.Dev.</th>
<th>Min.</th>
<th>Median</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short-term Loans</td>
<td>0.620</td>
<td>6.808</td>
<td>0.000</td>
<td>0.000</td>
<td>146.7</td>
</tr>
<tr>
<td>Trade Credit</td>
<td>0.359</td>
<td>1.831</td>
<td>0.000</td>
<td>0.007</td>
<td>32.13</td>
</tr>
<tr>
<td>Other Current Liabilities</td>
<td>0.553</td>
<td>2.983</td>
<td>0.000</td>
<td>0.042</td>
<td>58.02</td>
</tr>
<tr>
<td>Long-term Debt</td>
<td>0.453</td>
<td>4.098</td>
<td>0.000</td>
<td>0.000</td>
<td>89.35</td>
</tr>
<tr>
<td>Total Debt</td>
<td>2.142</td>
<td>14.09</td>
<td>0.000</td>
<td>0.122</td>
<td>334.0</td>
</tr>
<tr>
<td>Total Liabilities</td>
<td>2.694</td>
<td>18.79</td>
<td>44.09</td>
<td>0.143</td>
<td>383.8</td>
</tr>
<tr>
<td>Equity</td>
<td>1.337</td>
<td>8.731</td>
<td>-14.28</td>
<td>0.059</td>
<td>170.7</td>
</tr>
<tr>
<td>Retained Earnings</td>
<td>0.809</td>
<td>6.050</td>
<td>-30.82</td>
<td>0.036</td>
<td>117.1</td>
</tr>
<tr>
<td>Equity/Total Assets</td>
<td>0.274</td>
<td>0.703</td>
<td>-15.40</td>
<td>0.339</td>
<td>0.994</td>
</tr>
<tr>
<td>Retained Earnings/Total Assets</td>
<td>0.122</td>
<td>0.827</td>
<td>-18.24</td>
<td>0.205</td>
<td>0.975</td>
</tr>
<tr>
<td>Short-term Loans/Total Liabilities</td>
<td>0.039</td>
<td>0.172</td>
<td>0.000</td>
<td>0.000</td>
<td>0.992</td>
</tr>
<tr>
<td>Trade Credit/Total Liabilities</td>
<td>0.204</td>
<td>0.257</td>
<td>0.000</td>
<td>0.088</td>
<td>1.000</td>
</tr>
<tr>
<td>Other Current Liabilities/Total Liabilities</td>
<td>0.449</td>
<td>0.351</td>
<td>0.000</td>
<td>0.375</td>
<td>1.000</td>
</tr>
<tr>
<td>Long-term Debt/Total Liabilities</td>
<td>0.147</td>
<td>0.256</td>
<td>0.000</td>
<td>0.000</td>
<td>0.995</td>
</tr>
</tbody>
</table>
Table 10  Summary Statistics for the Regression Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs.</th>
<th>Mean</th>
<th>St.Dev.</th>
<th>Min.</th>
<th>Median</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Net Investment/Capital¹</td>
<td>26,083,665</td>
<td>0.368</td>
<td>6.808</td>
<td>2.235</td>
<td>0.000</td>
<td>146.7</td>
</tr>
<tr>
<td>Profit/Capital²</td>
<td>2,182,844</td>
<td>15.94</td>
<td>1.831</td>
<td>57.20</td>
<td>0.007</td>
<td>32.13</td>
</tr>
<tr>
<td>Sales Growth³</td>
<td>16,525,190</td>
<td>0.025</td>
<td>2.983</td>
<td>0.471</td>
<td>0.042</td>
<td>58.02</td>
</tr>
<tr>
<td>Total Assets⁴</td>
<td>25,992,176</td>
<td>13.16</td>
<td>4.098</td>
<td>1.753</td>
<td>0.000</td>
<td>89.35</td>
</tr>
<tr>
<td>Total Liabilities/Total Assets⁵</td>
<td>25,992,120</td>
<td>0.753</td>
<td>14.09</td>
<td>0.439</td>
<td>0.122</td>
<td>334.0</td>
</tr>
<tr>
<td>Trade Credit/Total Assets⁶</td>
<td>25,643,836</td>
<td>0.144</td>
<td>18.79</td>
<td>0.194</td>
<td>0.143</td>
<td>383.8</td>
</tr>
<tr>
<td>Short-term Loans/Total Assets⁷</td>
<td>25,637,015</td>
<td>0.051</td>
<td>8.731</td>
<td>0.114</td>
<td>0.059</td>
<td>170.7</td>
</tr>
<tr>
<td>Equity/Total Assets⁸</td>
<td>23,963,413</td>
<td>0.240</td>
<td>0.503</td>
<td>-15.40</td>
<td>0.258</td>
<td>0.994</td>
</tr>
<tr>
<td>Retained Earnings/Total Assets⁹</td>
<td>23,789,377</td>
<td>0.124</td>
<td>0.496</td>
<td>-18.24</td>
<td>0.138</td>
<td>0.975</td>
</tr>
</tbody>
</table>

Notes: ¹ Increase in real capital stock over lagged real capital stock. ² Real gross profit over real capital stock. ³ Logarithmic change in real sales. ⁴ Logarithm of real total assets. ⁵ Total liabilities over real total assets. ⁶ Trade credit over real total assets. ⁷ Short-term loans over real total assets. ⁸ Equity over real total assets. ⁹ Retained earnings over real total assets.